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Abstract—The actual problem that occurs in the sale of meat by some conventional market traders is mixing beef with pork because of 
the high selling price. The difference between pork and beef lies in the color and texture of the meat. However, many people do not 
understand this difference. This study aims to provide a solution to distinguish the two types of beef through a classification process by 
obtaining the best accuracy using the W-KNN, RF, and SVM models based on machine learning. This study compares the model's 
performance based on the number of datasets, comprising 400 original images (200 beef and 200 pork images), using a 80:20 ratio for 
training and test data. The extraction process uses two algorithms: HSV (Hue, Saturation, Value) and RGB (Red, Green, Blue). The 
model evaluation uses a confusion matrix that includes accuracy, Precision, Recall, and F1-score. Based on the results of the model 
testing, it was found that the random forest algorithm gave the best overall results, with the highest accuracy of 98.75%, Precision of 
97%, F1-score of 98%, and Recall of 99% on the number of decision trees of 400. This shows the stability and generalization of the 
superior model. The random forest algorithm is the most effective for classifying beef and pork data with minimal errors. Implications 
for further research include using a deep learning approach, especially for image processing, to detect differences in each meat 
characteristic and increase accuracy.  
 
Keywords— Beef and pork image; classification; machine learning; w-KNN; random forest; support vector machine. 
  

Manuscript received 15 Oct. 2020; revised 29 Jan. 2021; accepted 2 Feb. 2021. Date of publication 17 Feb. 2021. 
International Journal on Informatics Visualization is licensed under a Creative Commons Attribution-Share Alike 4.0 International License. 

 
 

 

I. INTRODUCTION 
Seeing the difference between beef and pork is a 

complicated challenge, especially for consumers unfamiliar 
with the characteristics of both types of meat. Although 
visually, beef and pork look similar, there are differences 
based on texture and color that are difficult to distinguish. 
This situation will be a serious problem when fraudulent 
practices, such as mixing beef with pork, disturb consumers 
who buy and consume the meat [1]. The consequences of 
fraudulent practices of mixing beef and pork have the 
potential to endanger consumer health and reduce buyer 
confidence in the meat market [2]. This problem can be solved 
with a machine learning-based approach, especially 
classification algorithms such as Decision Tree, Logistic 

Regression, K-Nearest Neighbors (KNN), Support Vector 
Machines (SVM), and Random Forest, which offer practical 
solutions. By segmenting data based on the most relevant 
features, decision trees clearly understand how decisions are 
made in classification [3]. 

The Logistic regression algorithm has the advantage of 
classifying two classes with high probability, although it is 
limited to more linear data [4]. The KNN algorithm is also a 
machine-learning model that finds data proximity based on 
the distance between points, so it is suitable for classifying 
meat types with the same visual characteristics [5]. The SVM 
model can optimize the separation margin between two 
classes and handle subtle differences that are difficult for 
humans to distinguish [6]. Random forest is also an ensemble 
method that uses many decision trees, effectively reducing 
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overfitting and increasing classification accuracy [7]. With 
the machine learning algorithm, classifying beef and pork can 
be done effectively and efficiently, reducing the potential for 
fraudulent meat sales practices and ensuring better food safety 
for buyers in the market [8]. 

Beef is a source of high-quality protein [9]. Significant 
health benefits are obtained when consuming beef because it 
is a protein source rich in iron, vitamin B12, and essential fatty 
acids [10]. In developed countries, purchasing power for meat 
reaches high levels [11]. Like in Indonesia, meat is generally 
sold based on categories such as chicken, beef, and goat meat. 
In addition, pork sales are available for those who wish to 
consume it. However, some studies show that consuming pork 
can increase the risk of cancer [12]. Pork contains Ochratoxin 
A (OTA), which is a dangerous mycotoxin that has toxic 
effects on the kidneys, liver, and nervous system, damages the 
immune system, and can cause congenital disabilities and 
cancer in humans [13].  

One case of African Swine Fever (ASF) disease has been 
detected in Indonesia due to pork consumption [14]. Pork, as 
an essential food source, can be a medium for various 
pathogens, such as Brucella spp., non-typhoid Salmonella 
enterica, Shiga toxin-producing E. coli, and Campylobacter 
spp., which are often spread during consumption [15]. One of 
the major pathogens, Salmonella spp., is a significant global 
health threat [16]. The primary source of bacterial infection in 
the human body has been successfully identified in pork [17]. 
Based on an analysis of more than 57,000 publications, more 
than 40 pathogens are considered among the priority threats 
related to beef consumption [18]. Moreover, the lipid content 
and number of Enterobacteriaceae and other harmful 
microbes are higher in the open market [19]. Foodborne 
illnesses are often associated with a variety of pathogens, 
including Salmonella enterica, Yersinia Enterocolitica, 
Campylobacter coli, C. Jejuni, Escherichia coli O157:H7, 
Arcobacter Butzleri, A. Cryaerophila, Listeria 
monocytogenes, and Salmonella enterica. Pork can cause the 
growth of Pseudotuberculosis, which is dangerous for human 
intestinal health. In addition, pork can also transmit Taenia 
Solium worms, Trichinella spiralis, and the protozoan parasite 
Toxoplasma gondii [20]. Salmonella bacteria found in pork 
are known as pathogens that attack the human digestive 
system. About 50% of food poisoning cases globally are 
caused by bacteria associated with Salmonella infections [21].  

The problem is that some irresponsible meat sellers often 
mix beef with pork for buyers. The texture of the two meats, 
which look almost the same, makes it difficult for consumers 
to distinguish between beef and pork when buying and 
consuming. The study was conducted in Pekanbaru, 
specifically at the Jalan Saleh Abas Market. With the 
advancement of technology, machine learning provides a 
solution to distinguish between the two types of meat through 
the classification process.  

Research on beef and pork identification has been 
previously conducted using Artificial Neural Networks based 
on Texture Features [22]. Based on the MOP-NN Model test 
results, identifying digital images of beef and pork has a 
performance with an accuracy of 96% at 400. Image-based 
research on beef and pork has been conducted with the aim of 
predicting chemical concentrations in meat samples that can 
be useful in determining the quality and safety of pork and 

beef [23]. The study results show that pork and beef are the 
most commonly consumed meats worldwide. Therefore, it is 
crucial to rigorously evaluate the quality and safety of pork 
and beef, and automated detection tools are needed to ensure 
the quality and differentiation of meat types based on images. 
Research using CNN for beef and pork image classification 
was conducted with 450 test data [24]. According to the 
model, 218 pork images and 221 beef images were classified 
correctly. Other studies have also been conducted to classify 
pictures of sliced beef and pork based on color features [25]. 
Research on Beef and Pork Image Classification using 
EfficientNet B0 Feature Extraction and Visual-Based 
Ensemble Learning has been conducted. A dataset of 400 
images, divided equally for beef and pork, obtained a 99.0% 
accuracy and an ROC-AUC of 0.995 [26].  

One of the models with advantages in classification is 
Weighted K-nearest neighbors (WKNN), which has 
advantages over the conventional K-nearest Neighbors 
(KNN) algorithm. In the KNN algorithm, after calculating the 
distance between new data and old data, the system 
determines the class of new data based on the K nearest 
neighbors. However, the K-nearest Neighbors algorithm has 
weaknesses. The main weakness lies in the assumption that 
all features make the same contribution in determining the 
neighborhood without considering the relevance of each 
feature to the classification. WKNN has a new weighting 
scheme that utilizes the familiar k-nearest neighbor approach, 
where the weights assigned to data points used for training are 
determined by the squared inverse of their distance from the 
query point [27]. In addition, the Weighted K-nearest 
Neighbors algorithm gives greater weight to the nearest 
neighbors, which are more relevant in the classification 
process than the more distant neighbors [28].  

This study also uses the Random Forest algorithm to 
compare the performance of each algorithm. The random 
forest algorithm is an ensemble-based machine learning 
algorithm that produces stable prediction models. Random 
forests can reduce the risk of overfitting, which is often 
experienced by resident trees, and improve the reliability of 
predictions in classification and regression [29]. In addition to 
overcoming overfitting, other advantages of random forests 
include flexibility in handling heterogeneous data, tolerance 
for missing values and outliers, and providing insight into the 
importance of features [30].  

Finally, the Support Vector Machine Algorithm is also 
used to analyze the model's performance in this study. The 
support vector machine algorithm excels in handling high-
dimensional datasets, both linearly and non-linearly 
separable, by utilizing linear polynomial kernels or radial 
basis functions (RBF) [31]. SVM can produce a maximum 
separation margin, which improves the model's generalization 
on new data and its resistance to overfitting on small datasets. 
[32]. In addition, SVM can handle outlier data using large 
margins and soft margins to tolerate non-conforming data 
[33]. 

A gap analysis was conducted in previous studies using the 
Back Propagation Neural Network (BPNN), which is very 
accurate. This is particularly true when combining multiple 
features and selecting them using the MOP method. However, 
the drawback lies in the lack of discussion about data sources, 
training duration, model testing, and the focus on GLCM 
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feature extraction without trying other methods. Other studies 
on meat classification using CNN require significant 
computing resources and focus on high-quality images. In 
addition, this study only relies on the Adam Algorithm for its 
hyperparameter process. 

Previous studies also classified pork and beef using the 
PNNR algorithm. Feature extraction with the HSV method 
has proven effective. However, to improve the accuracy and 
performance of the model, it is necessary to add other 
classification algorithms and use hyperparameter tuning to 
enhance the results obtained. Different studies use Spatial 
Fuzzy C-Means Segmentation (SFCM) for beef and pork 
classification, with the LVQ3 algorithm and GLCM feature 
extraction. Although the researchers used the Confusion 
Matrix for model evaluation, they did not discuss other 
evaluation matrices, such as precision, Recall, or F1-score. In 
addition, hyperparameter tuning was not performed in the 
study. 

This study attempts to fill this gap by comparing more 
efficient machine learning algorithms such as Weighted K-
Nearest Neighbors (WKNN), Random Forest (RF), and 
Support Vector Machines (SVM). The feature extraction used 
is HSV. The confusion matrix used is Accuracy, Precision, 
F1-Score, and Recall. Hyperparameter tuning was carried out 
in this study, specifically in WKNN, where the number of 
nearest neighbors (k value) was set to 1, 2, and 4, and the 
training and testing data compositions were 80-20 each. The 
Distance Function used is Euclidean to improve model 
accuracy. In a random forest, some hyperparameters include 
the number of trees (n_estimators). Increasing the number of 
trees can increase model stability. Furthermore, for SVM, the 
tuning process is focused on the C parameter (which controls 
regularization); the type of parameter used is linear and RBF. 
Parameters are critical in maintaining the SVM model's trade-
off between bias and variance. This study provides a more 
practical and accurate solution for identifying beef and pork.  

By utilizing the performance of the Weighted K-nearest 
neighbors, Random Forest, and Support Vector Machine 
models, this research aims to make scientific contributions to 
achieve optimal results and the highest accuracy in classifying 
beef and pork using machine learning. 

This study introduces a novel approach to enhance the 
accuracy of beef and pork image detection by combining 
machine learning models, including Weighted K-Nearest 
Neighbors, Random Forest, and Support Vector Machine. The 
model's performance is analyzed using a confusion matrix, 
which evaluates accuracy, precision, F1-Score, and Recall 
values. The combination of models has not been widely 
carried out, so it has the opportunity to produce maximum 
accuracy values. 

The research paper is structured as follows: introduction 
regarding the general description, background leading to the 
research topic, previous research, background of the problem, 
problem solution, novelty, contribution, and structure of the 
paper. Material and method regarding the proposed research 
design, machine learning models such as WKNN, RF, SVM, 
Feature extraction, and confusion matrix. The results and 
discussion regarding HSV and RGB color extraction features, 
testing parameters, machine learning model testing, and 
accuracy score results on the confusion matrix. 

II. MATERIALS AND METHODS 
The method in this study consists of several processes. 

Each stage of the study aims to ensure that the survey runs 
according to the planned stages, including data collection, 
preprocessing, model development, and evaluation. The 
research flowchart is presented in Fig. 1. 

 

 
Fig. 1  Proposed research design 

A. Data Collection 
The primary data used in the study consisted of 400 images, 

200 beef images, and 200 pork images. Meat was purchased 
in quantities of up to 1 Kg at the Pasar Bawah Pekanbaru 
tourist market. This market is located at Jalan Saleh Abas, 
Kampung Dalam Village, Senapelan District, Pekanbaru City, 
Riau. Samples were taken separately from the source to 
ensure data quality and consistency. The dataset on beef and 
pork can be seen in Table I as follows.  

TABLE I 
RESULT OF ALL DATASETS 

No 
Dataset 

Image Amount of data Total 
1 Beef 200 

400 
2 Pork 200 

B. Beef and Pork Samples 
The meat samples obtained were then documented in the 

form of image data. Image acquisition was performed using a 
CANON EOS Kiss X50 DSLR camera, set at ISO between 
100 and 200, to produce high image quality. All beef and pork 
image data were taken during the day without additional 
lighting. Natural light was used for image data collection. 
This study ensures that the lighting during image collection 
remains consistent to avoid differences affecting the image 
data results. The lighting is arranged so that all image data has 
similar conditions to ensure the consistency of beef and pork 
image data. 
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The image format was JPG, with a shooting distance of 
around ± 15 cm between the camera and the object. The 
selection of the camera was based on its ability to capture 
accurate color details with optimal lighting. Adequate lighting 
ensures that extracting color features in the HSV color space 
runs smoothly. The picture of beef and pork can be seen in 
Figs. 2 and 3. 

 

     
Fig. 2  Sample image for beef 

 

Fig. 3  Sample image for pork 
 
Beef and pork images were obtained by photographing 

using a Canon EOS KISS X50 DSLR camera with ISO 
settings between 100 and 200. Images were taken at a distance 
of 5-15 cm with a white background. The resulting data were 
saved in *.JPG format. The total data used in this study 
included 200 beef images and 200 pork images. 

C. Preprocessing Data 
Preprocessing data plays a crucial role in converting raw 

data into a more structured and interpretable format, thus 
enabling classification algorithms to analyze data features 
effectively [34]. The preprocessing method used in this study 
includes image cropping and image resizing. Cropping is 
done manually using Photoshop CS6 to ensure that only part 
of the image containing the research object is needed. After 
that, the cropped image is resized to fit a particular pixel 
dimension, and this step aims to speed up the data processing 
process. 

D. Image Cropping 
In this study, each image was converted into a pixel size of 

400 x 400. Image cropping on one of the images can be seen 
in Fig. 4 as follows. 

 
Fig. 4  Image cropping 

E. Image Resize 
The results of changing the image size to increase 

computational efficiency to 400 x 400 pixels can be seen in 
Fig. 5 as follows. 

 

 
Fig. 5  Image resize result 

F. Feature Extraction 
Feature extraction process from beef and pork images to 

obtain relevant information about the characteristics of each 
meat. Feature extraction methods applied to the image class 
can overcome the problem of erosion and dilation with low-
intensity levels [35]. The feature extraction process used in 
this study is RGB (Red, Green, Blue) and HSV (Hue, 
Saturation, Value). 

1)  RGB (Red, Green, Blue): 

RGB is a color space that relies on the Cartesian coordinate 
system, where colors are represented as points defined by 
vectors originating from the origin [36]. RGB color space is a 
color model that presents the color spectrum through three 
main components: red, green, and blue. Each color in this 
model can be produced by combining the three components 
linearly [37]. The RGB color cube covers 256x256x256 
pixels, each representing a unique combination of red, green, 
and blue values. For example, pure red is defined by the 
values (255,0,0), while cyan is represented by the values 
(0,255,255). This cube represents all the colors produced by 
the RGB color system, providing a complete visualization of 
the color spectrum. Various color effects can be created by 
manipulating the combinations of RGB values, such as 
variations in saturation and gradation, which allow for further 
exploration in digital image design and processing [38]. 

2)  HSV (Hue, Saturation, Value): 

HSV is a cylindrical coordinate system representing points 
(colors) in the red, green, and blue (RGB) color model. [39]. 
This system allows the geometric rearrangement of RGB 
colors into forms that better suit human visual perception and 
produce more intuitive and relevant colors [40]. Compared to 
Cartesian coordinates, the HSV approach provides a better 
visual in the context of color perception. Hue represents a 
primary color such as green, red, or magenta, which is 
determined by the angle of the color wheel, ranging from 0 
degrees to 360 degrees [41]. In addition, saturation indicates 
how pure a color is or how far it is from gray. For example, as 
the saturation value approaches 0%, the color will appear 
increasingly gray, and at 100%, the color reaches its 
maximum purity. Another component, value (brightness), 
indicates the light intensity level in a color expressed as a 
percentage. At 0%, the color appears entirely black, while at 
100%, the color becomes white [42].  

G. Machine Learning 

1) Weighted K-Nearest Neighbor (WKNN): 

WKNN is a modification of the K-Nearest Neighbors 
(KNN) algorithm. The K-Nearest Neighbor algorithm 
represents several k values, indicating the number of closest 

2

22

40

56

58

75

81

Page 13 of 21 - Integrity Submission Submission ID trn:oid:::3618:107955493

Page 13 of 21 - Integrity Submission Submission ID trn:oid:::3618:107955493



neighbors used to assess the similarity between a new point 
and its points [43]. The KNN algorithm is based on instances, 
and classification is done by considering several nearest 
neighbors [44]. WKNN has good classification performance 
because its process is similar to KNN. However, there is a 
significant difference, namely in the weighting stage. Each 
class is given a certain weight in the scoring process, which is 
then used to determine the classification results of the test data 
[45]. Weighted K-nearest neighbors can improve 
classification performance by providing appropriate weights, 
especially on datasets with high variability or data that is not 
evenly distributed [46]. Calculations use the WKNN method 
with the following Equation.  

 𝑊 =  1 𝑑⁄ ଶ (1) 

The following are the stages in calculating the WKNN 
algorithm [47]:  

 Determine the K parameter 
 The distance between the new and all other samples is 

calculated individually. 
 The calculated distances are sorted from smallest to 

largest, and the minor k is selected among these 
distances. 

 The weight of the selected k samples is determined by 
calculating using Equation (1) 

 The weights of the same classes are summed, and the 
class of the new sample is determined by looking at the 
total of the nearest neighboring classes. 

2) Random Forest (RF): 

RF is an ensemble learning method that uses several 
decision trees to make predictions [48]. By combining many 
trees that tend to overfit, Random Forest can produce a more 
stable and accurate model. Random forest can handle data 
with high dimensions, sparse data, outliers, and noise [49]. 
The random forest algorithm is an ensemble-based regression 
method that combines several decision trees to predict the 
value of a variable [50]. This allows the trees built to be more 
diverse, thus making the model more accurate. Data samples 
not used in the bagging process are called out-of-bag (OOB). 
The random forest method excels in high accuracy, ability to 
handle noisy data, efficient performance during training, 
overfitting control, and ease of implementation [51]. Two 
important parameters in the random forest model are the 
number of variables selected in each partition (m) and the 
number of trees (B) [52]. The Random Forest algorithm can 
be visualized in Fig. 6 [53]. 

 
Fig. 6  Random Forest algorithm 

3) Support Vector Machine (SVM) 

SVM is one of the most widely used Supervised Learning 
methods for classification [54]. Calculations use the SVM 
method with the following Equation. 

 𝑠(𝑥 ) = 𝑠𝑖𝑔𝑛[∑ 𝛿௠𝑠௠
௡
௠ୀଵ 𝜑(𝑥, 𝑥௠) + 𝑟]   (2) 

In addition, SVM is also used for classification. The SVM 
algorithm aims to find the optimal hyperplane or dividing line 
that ensures the distance (margin) between two groups of data 
or classes [55]. The SVM algorithm works by representing 
observations as points in a space, whereas a large gap as 
possible separates points from different classes. The SVM 
algorithm efficiently classifies linearly inseparable patterns 
using the kernel trick, transforming the original input 
information into a high-dimensional feature space [56].  

 
Fig. 7 Support vector machine algorithm 

 
The SVM training process aims to find a stable hyperplane 

and maximize the distance, or margin, between the support 
vectors of the two classes shown in Figure 7. The Support 
Vector Machine algorithm has four main classification types: 
the maximum margin classifier, kernelized version, soft 
margin version, and soft margin kernelized version, a 
combination of the three [57]. Then, these types are grouped 
into linear SVM and non-linear SVM. In addition, the SVM 
classifier also has a Grid Search parameter, which is used to 
determine the best combination of parameters [58]. In SVM, 
the main element of the classifier is a separating hyperplane 
with a line equation in the interval [+1 -1] [59]. 

H. Confusion Matrix 
A confusion matrix is a method for establishing a threshold 

probability level [60]. Classification performance can be 
measured and determined based on the confusion matrix. 
Some common ways are given as follows [61]: 

Accuracy  = 
𝑻𝑷ା𝑻𝑵

𝑻𝑷ା𝑻𝑵ା𝑭𝑷ା𝑭𝑵
  (3) 

Precision  = 
𝑻𝑷

𝑻𝑷ା𝑭𝑷
  (4) 

Recall  = 
𝑻𝑷

𝑻𝑷ା𝑭𝑵
  (5) 

F1- Score  = 2x 
(𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 𝒙 𝑹𝒆𝒄𝒂𝒍𝒍)

(𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 ା𝑹𝒆𝒄𝒂𝒍𝒍)
  (6) 

III. RESULTS AND DISCUSSION 

A. Color Extraction Feature 
The use of RGB and HSV algorithms in this study provides 

an overview of the color distribution of beef and pork images. 
The RGB model represents color as a combination of three 
main components: red, green, and blue. From the extraction 
results, the intensity of each color can be visualized to identify 
the dominant pattern in beef and pork samples. The results of 
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the HSV and RGB feature extraction images can be seen in 
Fig. 8 as follows.  

In Fig. 8, it can be explained that the color combination in 
the RGB model can process color data directly in a numeric 
format; this supports the color image classification process 
better. In addition, the HSV color model provides visual 
advantages because it approaches human perception of color. 
The color in the image is decomposed into three main 
components, namely Hue (color type), saturation (color 
saturation), and value (brightness). Hue identifies the primary 
color in the beef and pork images. Saturation describes the 
intensity of the color, while value indicates the brightness 
level. These three components work synergistically to provide 
a more intuitive color description for research. Furthermore, 
the image was resized to 400x400. This is done to help the 
computing process.  

 

 
Fig. 8 HSV and RGB features extraction 

B. Testing Parameters 
The testing parameters include the training and testing data 

composition and the configuration of specific values applied 
in each algorithm. The WKNN, RF, and SVM algorithms test 
this parameter. The results of the parameter testing can be 
seen in Table II as follows. 

TABLE II 
TESTING PARAMETERS 

No Models  Experimental Testing Configuration 

1 WKNN Composition of training 
data and testing data 

80:20 (training 
and testing) 

K parameters 1, 2, and 4 
2 RF Composition of training 

data and testing data 
80:20 (training 
and testing) 

Decision tree 100, 200, 400 
3 SVM Composition of training 

data and testing data 
80:20 (training 
and testing) 

  C parameters 1 and 4 

  Kernel Functions 
Linear, RBF 
Gaussian 

 
In Table II, the researcher tested several k values in the 

WKNN algorithm, namely 1, 2, and 4. Smaller k values tend 
to cause overfitting, while larger k values can cause poor 

models. Therefore, the k value tested in the experiment was 
chosen to be moderate, as it was expected to provide a good 
balance between overfitting and underfitting. Models tend to 
be influenced by unrepresentative data, which reduces the 
generalization of larger and more varied data. Meanwhile, the 
value of k = 2 was chosen because it has a good balance 
between accuracy and generalization; this avoids the problem 
of overfitting and can capture patterns in the data. The value 
of k = 4 was tested to see if a larger k could reduce sensitivity 
to noisy data.  

However, it has the risk of underfitting, which means the 
model is not sensitive enough to differences in data. In the 
experiment using the Random Forest (RF) algorithm, 
researchers tested three decision trees: 100, 200, and 400. The 
selection of the decision trees is based on the number of trees 
in the random forest algorithm. The better the model is at 
reducing variance and avoiding overfitting, the better. One 
hundred decision trees produce a good model but are 
sometimes less stable on large datasets. Testing with 200 trees 
yields consistent results, but there is no significant increase.  

Meanwhile, 400 decision trees were tested in this study, 
which refers to a more significant number of trees that can 
improve model generalization to more complex data and 
reduce overfitting. In the SVM experiment, researchers tested 
two values of C, namely c = 1 and c = 4. The value c = 1 was 
chosen because research shows that a smaller parameter value 
of c provides a good balance between a more significant 
margin and the model's generalization ability on more 
extensive and complex datasets. This can reduce overfitting 
on the test data. Meanwhile, the value c = 4 is used to make 
the model more sensitive to misclassification so that the 
model can handle more complex data and increase accuracy 
with higher variance. 

C. Color Features 
The datasets used in this study comprise 400 images, 

divided equally between 200 beef images and 200 pork 
images. This study focuses on the differences in visual 
characteristics between the two types of meat. The color 
feature extraction method is used to determine the level of 
difference in meat quality. 

1) RGB Features: 

The results of RGB color feature extraction can be seen in 
Table III as follows. 

TABLE III 
RGB COLOR FEATURES 

No R G B Label 

1 119.047506 113.531787 162.834775 Pork 
2 131.469681 95.355738 159.209487 Beef 
3 116.728906 111.117050 147.536837 Pork 
4 90.083975 90.083975 172.860456 Beef 
5 108.102706 106.223156 158.358675 Pork 

… … … … … 
396 82.019006 85.044188 156.449069 Pork 
397 123.373100 107.029506 150.627500 Beef 
398 82.959137 84.896144 160.012200 Beef 
399 162.096950 159.219750 204.895563 Pork 
400 129.518781 93.944569 157.994050 Beef 
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2) HSV Features: 

This is done because the color of the meat is an essential 
factor in distinguishing its type and quality. The color feature 
extraction used in this study is the RGB and HSV color 
methods. The HSV color feature used in this study is 
calculated through a multiplication process that incorporates 
a weighting technique. Each channel is multiplied by alpha, 
beta, and gamma so that the hue channel is multiplied by 
alpha, the beta channel is multiplied by saturation, and the 
value channel is multiplied by gamma. This study uses an 
alpha value of 0.3, a beta value of 0.5, and a gamma value of 
0.2. The HSV color feature extraction results can be seen in 
Table IV as follows. 

TABLE IV 
HSV COLOR FEATURES 

No H S V Label 
1 123.856100 78.882456 162.835475 Pork 
2 138.569206 107.725962 161.722231 Beef 
3 125.048519 65.558594 147.626900 Pork 
4 118.392538 124.607331 172.860456 Beef 

… … … … … 
396 118.915406 124.247669 156.449069 Pork 
397 134.658206 77.275394 151.954612 Beef 
398 119.405294 125.430988 160.012200 Pork 
399 122.245719 58.704475 204.895788 Beef 
400 138.299725 109.204475 160.600550 Pork 

D. Model Testing 
After the feature extraction process, the model was tested 

using beef and pork images. In this test, the data was divided 
into 80% for model training and 20% for testing. The 
parameters used differed, but were in the same data 
composition, namely 80% for training data and 20% for 
testing data. Evaluation of each algorithm using a convolution 
matrix: Accuracy, Precision, F1-Score, and recall metrics. 

1) Weighted K-Nearest Neighbor (WKNN): 

The experiment was conducted with k values of 1, 2, and 
4. The Weighted K-Nearest Neighbor Algorithm results can 
be seen in Table V as follows. 

TABLE V 
WEIGHTED K-NEAREST NEIGHBOR 

K Ratio Accuracy Precision F1-Score Recall 
1 80:20 85% 96% 96% 96% 
2 80:20 96.25% 96% 96% 96% 
4 80:20 91.25% 96% 96% 96% 

 
For k=1, the accuracy reaches 85%, with high Precision, 

F1-score, and recall values of 96%. However, this accuracy is 
lower than other k, indicating the possibility of overfitting. 
When the parameter is set to k=2, the accuracy increases to 
96.25%, with the confusion matrix remaining at 96%. This 
shows that the model has good performance at k=2. For 
parameter k=4, the accuracy decreases slightly to 91.25%, 
although the precision, F1-Score, and recall values remain 
stable at 96%. This justifies that the model becomes less 
specific with a larger k value. The confusion matrix in the 
WKNN model test can be seen in Figs. 9, 10, and 11 as 
follows. 

 
Fig. 9 WKNN algorithm with k=1 

In Fig. 9, the WKNN algorithm with k=1 successfully 
classifies 49 beef and 53 pork data. However, 11 beef samples 
are incorrectly classified as pork, and seven are incorrectly 
classified as beef. This error indicates that a value of k=1 
tends to cause overfitting, resulting in less stable model 
performance. 

 
Fig. 10 WKNN algorithm with k=2 

 
In Fig. 10, the experiment is continued by changing the 

value of k = 2. As a result, the model shows significant 
improvement. The model only misclassifies one beef sample 
as pork and two as beef. This indicates that k = 2 provides a 
good balance between generalization and specification on the 
dataset. 
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Fig. 11 WKNN algorithm with k=4 
 

In Fig. 11, the value of k=4 produces the same results as 
k=2; namely, only one error occurred in beef data and 2 in 
pork data. This consistency shows that increasing the value of 
k within certain limits does not significantly affect the model's 
performance on the dataset. 

2) Random Forest (RF): 

Experiments on the random forest algorithm were carried 
out with different numbers of decision trees, namely 100, 200, 
and 400, with a ratio of 80:20. The results obtained on the 
Random Forest Algorithm can be seen in Table VI as follows. 

TABLE VI 
RANDOM FOREST 

Estimators Accuracy Precision F1-Score Recall 
100 98% 97% 98% 98.50% 
200 97.50% 98% 97% 98% 
400 98.75% 97% 98% 99% 

 
At 100 decision trees, the accuracy reached 98% with a 

precision value of 97%, an F1-score of 98%, and a recall value 
of 98.5%. This shows an excellent performance. Then, when 
the number of trees in the experiment was increased to 200, 
the accuracy decreased slightly to 97.50%, although the 
precision and recall values remained high at 98%. This shows 
the stability of the model. The experiment was continued with 
400 decision trees. The accuracy was increased to 98.5%, with 
a precision value of 97%, an F1-score of 98%, and a recall 
value of 99%. This justifies the number of trees that provide 
better stability and generalization. 

The confusion matrix in the RF model testing can be seen 
in Figs. 12, 13, and 14 as follows. 

 

 
Fig. 12 RF algorithm with n estimators=100 

 
In Fig. 12, the random forest algorithm with 100 decision 

trees (n_estimators=100), the model correctly classified all 36 
beef data points and only made a mistake on one pork data 
point classified as beef. 

 
Fig. 13 RF algorithm with n_estimators=200 

 
With a more significant number of decision trees, namely 

n_estimators=200, the model slightly decreases performance. 
2 Pork data is misclassified as beef, although all beef data is 
still correctly classified. 

 
Fig. 14 RF algorithm with n_estimators=400 

 
The experiment was continued with the number of decision 

trees (n_estimators=400), and the model achieved the best 
performance by only making a mistake on one pork data 
sample. In contrast, all 36 beef data samples were successfully 
classified correctly. This justifies that increasing the number 
of decision trees improves the model's generalization and 
produces a stable performance. 

3) Support Vector Machine (SVM): 

Furthermore, the experimental results were carried out 
using the Support Vector Machine (SVM) algorithm. In SVM 
with a regularization parameter = 1 and a linear kernel, the 
evaluation results showed an accuracy of 96.10%, with 
Precision, F1-Score, and Recall values consistently at 95%. 
This indicates that the model performs well by separating the 
data linearly. However, in the SVM algorithm with a 
regularization parameter = 4, RBF kernel, and a gamma value 
of 0.01, the accuracy decreased to 68.83%, with a precision 
value of 80%, F1-Score of 69%, and a Recall of 84%. These 
results indicate that the gamma parameter is too small, 
causing the model to fail to separate data well in high-
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dimensional space, so that model performance decreases. 
Overall, the random forest algorithm with 400 decision trees 
gave the best results compared to the Weighted K-Nearest 
Neighbor algorithm in terms of accuracy (98.75%) and Recall 
(99%). This justifies the random forest algorithm being better 
for the dataset. The results obtained in the Support Vector 
Machine Algorithm can be seen in Table VII as follows. 

TABLE VII 
SUPPORT VECTOR MACHINE 

C Ratio Accuracy Precision F1-Score Recall 
1 80:20 96.10% 96% 96% 96% 
4 80:20 68.83% 80% 69% 84% 
 
The confusion matrix in the SVM model testing can be seen 

in Figs. 15 and 16 as follows. 
 

 
Fig. 15 SVM algorithm with C=1 

 
In Fig. 15, the SVM algorithm with the regulation 

parameter (c=1) correctly predicts 74 meat data points, 
including 33 beef data points, but incorrectly predicts two 
meat data points as pork data. For pork data, 41 are correctly 
predicted, and only one pork data point is incorrectly 
predicted as beef data. 

 

 
Fig. 16 SVM algorithm with C=4 

 

The experiment was continued with the regulation 
parameters (c=4); the kernel is RBF, and the gamma is 0.01. 
The results showed good performance in classifying pork 
data. 43% of the pork data was predicted correctly. However, 
the model struggled to recognize beef data, correctly 
predicting only 11 out of 35 data points, while incorrectly 
predicting 24 as pork data. This indicates that the model 
exhibits a bias towards pork data, resulting in suboptimal 
performance for the dataset studied. Overall, the random 
forest algorithm with n_estimators=400 gave the best results 
compared to the WKNN algorithm and the support vector 
machine algorithm, with minimal errors in the classification 
of beef and pork. The accuracy comparison results of all tested 
models can be seen in Fig. 17, as follows. 

 
Fig. 177 Accuracy results of all models 

 
From the results of the accuracy test in Fig. 17, it can be 

seen that the superior model overall is Random Forest with 
400 estimators (accuracy level 98.75%). The WKNN and 
SVM models performed well with specific optimal 
parameters but were more susceptible to parameter variations 
than Random Forest. The least successful model was SVM 
with C=4 (accuracy only 66.83%). 

E. Score Calculation 
Based on the performance of the test results of the three 

algorithms, the comparison values obtained can be seen in 
Table VIII as follows.  

TABLE VIII 
ACCURACY COMPARISON RESULTS 

No Algorithm Accuracy 
1 Weighted K-Nearest Neighbor 96.25% 
2 Random Forest 98.75% 
3 Support Vector Machine 96.10% 
 
Table VIII presents the model performance comparison 

results for three algorithms: Weighted K-Nearest Neighbor 
(accuracy = 96.25%), Random Forest (accuracy = 98.75%), 
and Support Vector Machine (accuracy = 96.10%). The 
random forest algorithm is the most effective for classifying 
beef and pork data with minimal error. 

TABLE IX 
RESULTS OF ANOVA AND T-TEST STATISTICAL TESTS 

No 
Comparison 

Model 

Anova test 
statistics (F) 
and T test (t) 

P-Value Conclusion 
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1 ANOVA 
(WKNN, 
RF, SVM) 

F = 1.6886 0.2752 Not 
significant 
(P > 0.05) 

2 WKNN vs 
RF  

t = -2.2141 0.0912 Not 
significant 
(P > 0.05) 

3 SVM vs RF t = -1.5352 0.2223 Not 
significant 
(P > 0.05) 

4 WKNN vs 
SVM 

t = 0.7610 0.5020 Not 
significant 
(P > 0.05) 

 
In Table IX, the analysis conducted shows no significant 

difference in accuracy between the models tested. Through 
the ANOVA test comparing the WKNN, Random Forest 
(RF), and SVM algorithms, an F value of 1.6886 was obtained 
with a p-value of 0.2752, higher than 0.05. Hence, the 
difference between the models is insignificant. In addition, the 
t-test conducted to compare the accuracy of the WKNN and 
Random Forest algorithm models showed a t value of -2.2141 
with a p-value of 0.0912, indicating that the difference in 
accuracy between the two models is insignificant (p> 0.05). 
The same thing also applies to the comparison between SVM 
and Random Forest, with a t value of -1.5352 and a p-value of 
0.2223, which means this difference is insignificant. Finally, 
the test between the WKNN and SVM models produced a t-
value of 0.7610 with a p-value of 0.5020, indicating no 
significant difference in the accuracy of the two models. All 
comparisons suggest no significant difference between the 
existing models at the significance level of α = 0.05. 

Test results show that the Rando forest algorithm provides 
the best performance results compared to other models in 
terms of accuracy and stability. One of the main reasons is 
that random forest combines many decision trees, which 
makes the model more stable and better at dealing with data 
variations. Each decision tree in the random forest algorithm 
is trained using a different subset of data so that errors that 
occur in one decision tree do not significantly affect the 
overall results of the model. Experiments with 400 decision 
trees justify that the more trees used, the more accurate and 
effective the model is at handling patterns in more complex 
data. With its ability to handle noise and variation in data, 
random forest proves to be a reliable model for distinguishing 
beef and pork images. 

IV. CONCLUSION 
Based on the results of the tests that have been carried out, 

a conclusion was obtained from the performance of the 
WKNN model, showing optimal performance at k = 2 with an 
accuracy of 96.25%. However, its performance decreased at 
k = 1 due to overfitting and at k = 4 due to reduced model 
specifications. In RF mode, the highest accuracy is 98.75%, 
Precision 97%, F1-Score 98%, and recall 99% at the number 
of decision trees of 400. This shows that the stability and 
generalization of the model are excellent. The SVM model 
performs well on the linear kernel with regularization C=1; 
the accuracy obtained is 96.1%. However, its performance 
decreased when using the RBF linear kernel with a gamma 
value of 0.01. The random forest algorithm is the best 
algorithm for classification problems with pork and beef data. 

Although the tested classification model shows good 
results, the research object must consider several future 
challenges. The first is the lighting at the Bawah Pekanbaru 
market, which often changes; this can affect the image 
quality, which will later affect the model's accuracy. Second, 
meat freshness is different because of the uncertainty of 
market sales. This can affect the texture and color of the meat, 
making the classification model more difficult. Differences in 
image processing, such as cropping and resizing beef and pork 
images, can affect the quality of the data and information in 
the image. Therefore, in the future, model performance can be 
improved by converting images to a more stable color space, 
such as Lab or YCbCr, as a novelty for further research. In 
addition, more diverse data collection, including images of 
beef and pork freshness levels, is needed. Finally, in the 
future, using a deep learning algorithm for classification 
problems and helping to detect textures and colors related to 
the level of meat freshness will increase the variance of 
experimental results and accuracy. 

In further research, it is expected to be able to separate 
images into three classifications, namely beef images, pork 
images, and mixed meat images. Implications for further 
research include using a deep learning approach, especially 
for image processing, to detect differences in each meat 
characteristic and increase accuracy. 
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