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Abstract—MPEG Surround (MPS) has been widely known as
both efficient technique for encoding multi-channel audio signals
and rich-features audio standard. However, the generation of
residual signal in the basis of a single module in MPS encoder
can be considered as not optimal to compensate for error due to
down-mixing process. In this paper, an improved residual coding
method is proposed in order to ensure the down-mixing error
can be optimally minimised particularly for MPS operation at
high bit-rates. The distortion introduced during MPS encoding
and decoding processes is first studied which then motivates for
developing an approach which is more accurate in determining
residual signals for better compensation for the distortion. A
subjective test demonstrates that the MPS with improved residual
coding can be competitive to Advanced Audio Coding (AAC)
multi-channel for encoding 5-channel audio signals at bit-rates
of 256 and 320 kb/s.

I. INTRODUCTION

With the continuous development of high speed fixed and
mobile Internet, high quality spatial audio [1] services are
currently offered to end users in many applications such as
news broadcasting and cinema industries. Among numerous
key technologies taking part in the rise of delivering spatial
audio services, compression and coding techniques [2], [3]
are fundamental. Perceptual based parametric coding tech-
niques, such as Parametric Stereo (PS) [4]–[6], Binaural Cue
Coding (BCC) [7], [8], and MP3 Surround [9], [10], are
considered as the most efficient approaches which led to a
Moving Picture Expert Group (MPEG) standard, called MPEG
Surround (MPS) [11], [12]. The MPS are basically developed
based on a concept of Spatial Audio Coding (SAC) [13],
[14] in which a number of audio channels are down-mixed
and represented as lower number of audio channels, such as
one (mono) and two (stereo). To be capable of recreating
multi-channel audio signals, spatial parameters which include
Channel Level Difference (CLD), Inter-Channel Coherence
(ICC), and Channel Prediction Coefficient (CPC), must be
extracted in the encoder and transmitted to decoder.

Major advantages of MPS can be discussed as follows. First,
MPS benefits from reducing the number of audio channels
with additional side information facilitating for more efficient
encoding. For 5-channel audio signals, transmission is possible
at a bit-rate as low as 64 kb/s. Second, the down-mixing
of multiple audio signals offers an opportunity to employ

MPS as a coder that is backward compatible to any exist-
ing mono or stereo audio coders, such as MPEG-1/2 layer
3 [15] and MPEG Advanced Audio Coding (AAC) [16], [17].
Third, MPS has a mechanism to compensate for error due to
down-mixing process by transmitting residual signal, hence,
waveform reconstruction of audio signals can be expected.
Fourth, MPS also plays an important role in MPEG Spatial
Audio Object Coding (SAOC) [18], [19] for transforming
object-based metadata to channel-based parameters at the
decoder side. Fifth, it is also possible to apply a closed-loop
approach, called analysis-by-synthesis spatial audio coding
[20]–[22], to minimise distortion caused by quantisation of
spatial parameters leading to improvement in the quality of
reproduced audio signals

Despite having numerous advantages, MPS still has at least
one drawback. In MPS encoder, a residual signal is determined
with the goal to compensate for error due to down-mixing of
audio channels. However, the determining of residual signal is
performed in a single elementary module [23], [24] while the
whole structure of the encoder actually comprises of several
modules causing the error compensation is not optimal for
overall encoding process. In this paper we propose an im-
proved method for residual coding in MPS encoder for better
reconstruction of multi-channel audio signals. In contrary to
the MPS standard where residual signal is determined in the
basis of a single module, this improved method determines
the residual signal based on the whole structure of multiple
modules. Using this way, the residual signals compensate for
error caused by not only the down-mixing of 2 audio channels
inside a single module but also the structuring of multiple
modules in a tree scheme, thereby minimising overall distor-
tion in the encoding and decoding processes. This approach
is particularly aimed at operating MPS at high bit-rates, such
as 256 and 320 kb/s for encoding 5 channels of audio signals,
when a perfect waveform reconstruction is expected.

II. OVERVIEW OF R-OTT AND OTT MODULES ON MPS

As a standard, MPS specifies two modules for spatial syn-
thesis, called One-To-Two (OTT) and Two-To-Three (TTT),
for up-mixing audio channel at the decoder side. An OTT
module can be used to up-mix a single audio channel into
two channels while a TTT module can be applied to convert



Fig. 1. Detailed schematic of R-OTT and OTT modules showing the processes
of parameter extraction, down-mixing and generation of residual signal.

stereo audio channels into three channels. These modules
can be employed in tandem to up-mix a mono or stereo
audio channels into a higher number of audio channels. For
instance, to re-create 5 audio channels from a single mono
audio channel, 4 OTT modules can be used in a tree structure.
For spatial analysis, the encoder can down-mix audio channels
by employing a couple of reverse modules: Reverse-OTT (R-
OTT) and Reverse-TTT (R-TTT).

Fig. 1 shows a detailed block diagram of R-OTT and OTT
modules. At the encoder side, the R-OTT module carries out
three processes: extracting Channel Level Difference (CLD)
and Inter-Channel Coherence (ICC) as spatial parameters,
down-mixing both input channels, and determining a residual
signal, while at the decoder side the OTT module undertakes
up-mixing process. Each process in the R-OTT and OTT
modules is briefly discussed in the following subsection.

A. Extracting Spatial Parameters

The CLD and ICC, denoted as C and I , are calculated in
an R-OTT module having two input signals x1[n], x2[n], as
follows:

C =

∑
n x1[n] · x∗

1[n]∑
n x2[n] · x∗

2[n]
(1)

and,

I =

∑
n x1[n] · x∗

2[n]√∑
n x1[n] · x∗

1[n]
∑

n x2[n] · x∗
2[n]

(2)

where n is the index of audio samples while the sign of (∗)
represents a complex conjugate operation.

B. Down-mixing Channels

Down-mixing two audio signals in an R-OTT module is
simply applied as the addition of both input channels as below:

y[n] =
x1[n]

a+ b
+

x2[n]

a+ b
(3)

where y[n] is the down-mix signal. The a and b parameters
are energy constants calculated based on the extracted CLD
and ICC [24].

C. Determining the Residual Signal

Residual signal, r[n], is determined to compensate for error
due to mixing process which can be found based on the
following decomposition:

x1[n] = a · y[n] + r[n] (4a)
x2[n] = b · y[n]− r[n] (4b)

so that a single residual signal can be created for reconstructing
both x1[n] and x2[n].

D. Up-mixing Channel

At the decoder side, replica of both audio signals,
x̂1[n] and x̂2[n], are recreated in an OTT module from the
decoded down-mix signal, ŷ[n]. The up-mixing process is
based on the estimated energy constants, â and b̂, and the
decoded residual signals, r̂[n], as follows:

x̂1[n] = â · ŷ[n] + r̂[n] (5a)

x̂2[n] = b̂ · ŷ[n]− r̂[n] (5b)

where the estimated energy constants, â and b̂, are calculated
from the extracted values of CLD, C and ICC, I . Note that
the quantisation of CLD and ICC as well as the encoding and
decoding of down-mix and residual signals are not shown in
the figure. Further details on the transformation of CLD and
ICC into energy constants, as well as related spatial analysis
and synthesis method in MPS, can be referred to [24].

III. IMPROVED RESIDUAL CODING

The method to determine residual signal in a single R-OTT
module is capable of compensating for distortion caused by
representing both input signals, x1[n] and x2[n], as only a
single down-mixed signal y[n]. However, this method is not
intended to compensate for overall error when the encoder
combines several R-OTT modules for down-mixing more than
2 audio signals. Employing a number of R-OTT modules in a
tree structure causes the generated residual signal becomes an
irrelevant compensation for the overall distortion introduced in
the down-mixing processes. In this section we will analytically
show this irrelevancy by comparing 3 encoding schemes of
MPS [25] having different number of input: 2, 4, and 5
channels. Then, the proposed method for determining residual
signals is discussed in details.

A. Distortion on MPS System

Let xc[n], xlf [n], xls[n], xrf [n], xrs[n] as 5-channel input
signals for the center, left front, left surround, right front,
and right surround channels, respectively, as shown in Fig.
2 within the tree structure of R-OTT modules. Based on (3),
the 5-channel down-mix signal, y5ch[n], where the subscript of
(5ch) shows the number of input channels, can be represented
as:

y5ch[n] =
xc[n]

aclr + bclr
+

xlf [n]

(al + bl)(alr + blr)(aclr + bclr)
+

xls[n]

(al + bl)(alr + blr)(aclr + bclr)
+

xrf [n]

(ar + br)(alr + blr)(aclr + bclr)
+

xrs[n]

(ar + br)(alr + blr)(aclr + bclr)

(6)



Fig. 2. Block diagram of the proposed improved residual coding in MPS encoder. Three new Residual modules: Residual(LR), Residual(L), and Residual(R);
as well as four OTT modules: OTT(CLR), OTT(LR), OTT(L) and OTT(R) are required. Note that all OTT modules actually have similar structure as those
applied in the decoder.

where aclr, bclr, al, bl, alr, blr, ar, br are energy constants de-
rived from the extracted CLD and ICC on 4 corresponding
R-OTT modules: (L), (R), (LR), and (CLR). Using (5), the
reconstructed audio signal in the left front channel can be
determined as below:

x̂lf5ch[n] = âlâlrâclr · ŷ5ch[n] + âlâlr · r̂clr(n)+
âl · r̂lr(n) + r̂l(n)

(7)

where âl, âlr, âclr are the estimated energy constants used in
the corresponding OTT modules, ŷ5ch[n] is the decoded down-
mix signal when having 5 input channels, and r̂clr, r̂lr, r̂l are
the decoded residual signals applied to compensate for error
in the particular OTT modules.

Using similar way the down-mix signal, having only 4
input channels applied by removing both R-OTT(CLR) and
OTT(CLR) modules in Fig. 2, as well as the reconstructed
audio signal in the left front channel can be found. The 4-
channel down-mix signal, y4ch[n], can be written as:

y4ch[n] =
xlf [n]

(al + bl)(alr + blr)
+

xls[n]

(al + bl)(alr + blr)
+

xrf [n]

(ar + br)(alr + blr)
+

xrs[n]

(ar + br)(alr + blr)

(8)

while the reconstructed signal in the left front channel,
x̂lf4ch[n], can be stated as:

x̂lf4ch[n] = âlâlr · ŷ4ch[n] + âl · r̂lr[n] + r̂l[n] (9)

where ŷ4ch[n] is the decoded down-mix signal when having
only 4 input channels.

Furthermore, when only 2 channels become the input of
the encoder consisting of the left front and the left surround
employing R-OTT(L) and OTT(L) modules in the encoder
and decoder, respectively, the 2-channel down-mix signal,
x̂lf2ch[n], can be derived as below:

y2ch[n] =
xlf [n]

(al + bl)
+

xls[n]

(al + bl)
(10)

and then the reproduced audio signal in the left front channel,
x̂lf2ch[n], can be written as:

x̂lf2ch[n] = âl · ŷ2ch[n] + r̂l[n] (11)

where ŷ2ch[n] is the decoded down-mix signal when having
only 2 input channels.

It is shown in (7) that the reconstructed audio signal suffers
from a variety of quantisation and coding errors introduced
from: a down-mix signal, three components of residual signals,
and three components of energy constants. In contrast, in (9)
there is less error on quantisation and coding that affects the
quality of the reconstructed audio signal. Furthermore, the
reproduced audio signal in (11) relates on even less signals
and parameters that contain quantisation and coding error.
These indicate that employing more R-OTT modules in a
tree structure will introduce more distortion. Understanding
this phenomenon suggests us that applying residual coding
in the basis of a single R-OTT module is not optimum
to compensate for mixing distortion. Then, it motivates for
employing residual coding in the whole structure of the tree
scheme to compensate for all possible distortions.

B. Method to Minimise Distortion

The proposed improved residual coding, applied in MPS
encoder for encoding 5-channel audio signals, is illustrated
in Fig. 2. As many as 4 R-OTT modules are combined as a
standard tree structure where both spatial parameter extraction
and channel down-mixing are applied as specified in the stan-
dard. For the proposed improved residual signal generation,
4 OTT modules, structured as identical to that applied at the
decoder side, are embedded in order to re-create multi-channel
signals which are assumed to be similar to those reconstructed
in the decoder. Additionally, 3 new modules, called Residual
module, are included in the scheme. For clarity, the standard
tree structure and the proposed improved residual coding are
separately marked in the figure with dashed lines.

The goal of this structure is to recalculate all residual signals
in such a way that the difference between each channel of
the original audio signals and the corresponding reconstructed



signal is minimised. According to (5) the reconstructed signals
of the left front and left surround channels can be stated as:

x̂lf [n] = âl · x̂l[n] + r̂l[n] (12a)

x̂ls[n] = b̂l · x̂l[n]− r̂l[n] (12b)

If perfect waveform reconstruction is expected then we as-
sumed that we can replace both the reconstructed left front
and left surround in (12) with the original signals i.e. x̂lf [n] =
xlf [n] and x̂ls[n] = xls[n]. Due to the simple and linear form
of equation (5), new residual signal can be approximated as:

rl,new[n] = xlf [n]− âl · x̂l[n] = b̂l · x̂l[n]− xls[n] (13)

Our experiments have shown that the first and second parts
of (13) are identical ensuring that the proposed structure can
provide a single residual signal, rl,new[n] to compensate for
both of reconstructed signals, x̂lf [n] and x̂ls[n].

This improved residual signal differs from the standard
residual signal as below:

rl[n] = xlf [n]− al · xl[n] = bl · xl[n]− xls[n] (14)

Comparing both the improved and standard residual signals,
it indicates that the improved residual signal has compensated
for: first, the distortion introduced in both estimated energy
constants, âl, b̂l; second, the difference between a down-mixed
signal from the R-OTT (L) module, xl[n], and a reconstructed
signal, x̂l[n], which is expected to be the synthesized form of
xl[n].

Following the same way we can calculate the other residual
signals as follows:

rr,new[n] = xrf [n]− âr · x̂r[n] = b̂r · x̂r[n]− xrs[n] (15)

rlr,new[n] = xl[n]− âlr · x̂lr[n] = b̂lr · x̂lr[n]− xr[n] (16)

Considering the tree structure, the residual signal generated
from the R-OTT(CLR) is just kept as it was without any
improvement. The proposed improved residual coding is be-
lieved to be applicable to other schemes such as for more
number of input channels where more modules are involved
or for different scheme of R-OTT structure. Moreover, when
stereo down-mix is transmitted instead of mono down-mix, the
proposed approach can also be applied to R-TTT module for
generating improved residual signal.

IV. RESULTS

Five different 5-channel audio signals with duration of 12
s, consisting of: speeches, classical and acoustical music, as
well as sounds of people laughing and clapping hands, were
used as audio input in the experiments. They were selectively
chosen from a large number long-duration audio signals and
considered as critical materials for the encoding process due
to a higher possibility of having transient events. A subjective
test based on ITU-R BS.1116-1 [26] has been done to evaluate
MPS (employing the proposed residual coding) at 2 total bit-
rates: 256 and 320 kb/s, which are the typical bit-rates to
operate AAC multi-channel for encoding 5.1 audio signals.
The OTT modules inside the MPS encoder are applied as

Fig. 3. Results of subjective test, comparing MPS (using improved residual
coding) and AAC Multichannel, showing that the MPS can be competitive,
in terms of Subjective Difference Grade (SDG), at both bit-rates of 256 and
320 kb/s.

shown in Fig. 2 where the LFE channel was removed for
simplicity. The mono down-mixed signal was preferable to
be transmitted instead of stereo down-mix in order to achieve
a higher coding efficiency. For each operating bit-rates of 256
and 320 kb/s, MPS allocated 128 and 160 kb/s, respectively,
for encoding the mono down-mix signal using AAC. The MPS
operated with 20 parameter bands which means as many as 30
kb/s are required for transmitting the spatial parameters while
the rest of the total bit-rate is uniformly distributed among
all residual signals. For comparison AAC multi-channel was
included in the listening test. For encoding both mono down-
mix signal of MPS and multi-channel signal as benchmarking,
Nero AAC codec were used.

As many as 20 listeners, who had experiences in the previ-
ous subjective test based on ITU-R BS.1116-1, participated in
the listening test. Post-screening has been applied to ignore
invalid Subjective Difference Grade (SDG) scores from 6
subjects, i.e. subject with positive average SDG score, thus
only the scores from the remaining 14 subjects were presented
as results as given in Fig. 3. Average SDG score in the range of
3 grades: 0 (imperceptible), -1 (perceptible but not annoying),
-2 (slightly annoying), is plotted with 95 percent confidence
interval.

The results show that both MPS using improved residual
coding and AAC multi-channel achieve comparable SDG
scores at both bit-rates of 256 and 320 kb/s where the
quality of the reconstructed multi-channel audio signal can be
considered as excellent. This indicates that both audio codecs
are competitive even though there is a tendency that MPS with
improved residual coding achieves a slightly higher average
SDG score particularly at a bit-rate of 256 kb/s. However,
operating both MPS and AAC multi-channel at a bit-rate
of 320 kb/s seems to achieve more convincing SDG scores
where the average SDG scores are very close to zero and
the confidence intervals are much narrower than the operation
at a bit-rate of 256 kb/s. The results suggest that MPS with
the proposed improved residual coding method can be more
interesting rather than AAC multichannel for encoding 5-
channel audio signals at bit-rates of 256 and 320 kb/s due
to its various advantages.



V. CONCLUSION

This paper has presented an improved method to generate
residual signal in MPEG Surround (MPS) encoder. Instead
of compensating for error in a single Reverse One-To-Two
(R-OTT) module, the improved residual signal is expected
to compensate for error in the whole tree structure of the
combined R-OTT modules. Subjective test has demonstrated
that MPS using the proposed method can be competitive to
Advanced Audio Coding (AAC) multi-channel for encoding
5-channel audio signals at typical AAC operating bit-rates
of 256 and 320 kb/s. Considering its advantages, such as
backward compatibility to existing mono or stereo codec, bin-
aural rendering feature, and bit-rate scalability, implementing
MPS becomes much more compelling when it can achieve
comparable performance to AAC multi-channel at higher bit-
rates.
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