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Abstract—Spatial audio coding is a technique that capable of
representing multichannel audio signals as a lower number of
audio channels accompanied by spatial parameters and residual
signal which will be useful for recreating the original multi-
channel audio signals. Moving Picture Expert Group (MPEG)
Surround, an international standard developed based on spatial
audio coding, specifies Reverse Two-To-Three (R-TTT) module to
extend stereo audio, consisted of left and right channels, into three
audio channels: left, centre, and right channels based on Channel
Prediction Coefficient (CPC) as spatial parameter and residual
signal. In this paper, a modified residual signal is proposed to
provide a better audio waveform reconstruction in the decoder
side by minimising distortion caused by quantisation of CPC. Our
experiments show that the waveform accuracy in terms of Signal-
to-Noise Ratio (SNR) gets improved as high as 11 dB while the
subjective test shows that the proposed method does not reduce
perceptual quality, in terms of Subjective Difference Grade (SDG)
score, of the reconstructed audio signals.

Keywords—MPEG Surround, Spatial Audio Coding, Multichan-
nel Audio Signals

I. INTRODUCTION

Ultra High Definition Television (UHDTV), widely known
as Super Hi-Vision [1]–[3], has been announced as the Interna-
tional Telecommunication Union (ITU) standard for the future
TV broadcasting where the quality of rendered audio and video
are several times higher than current advance systems. It is
expected that users when using UHDTV will be able to sense
much more realistic audiovisual as well as to increase the
feeling of presence. While the video resolution will be much
increased, the audio part of the UHDTV will employ a 22.2
loudspeaker configuration [4] to provide users with a three
dimensional (3D) audio or spatial audio [5] experience.

In order to deliver 3D audio rendering, multichannel audio
signal processing, ranging from recording, coding, and repro-
duction, is fundamental. The conventional multichannel audio
configuration is 5.1 system while the UHDTV standard offers
much more advance system than this traditional configuration.
Moreover, the UHDTV standard offers possibility to apply
object-based audio system where users can interact in the
rendering system to change and adjust the audio composi-
tion. For transmission and compression of this 3D audio, a
compression standard has also been introduced by Moving
Picture Expert Group (MPEG), named MPEG-H 3D Audio [6].
Even though other processing chains are also very important,
however, multichannel audio coding can be considered as the
most essential part due to the possibility of transmitting much
lower audio data particularly for channel number as many as
22 as in the case of UHDTV.

With regard to compression approach, spatial audio coding
[7]–[13] has been very popular because of its capability to
represent multichannel audio signal as low number of channel
as possible, normally a single (mono) or dual (stereo) channels.
These reduced channels must be accompanied by spatial
parameters and additional residual signal so that it will be
possible to recreate back multichannel configuration based on
the received mono or stereo along with the decoded spatial
parameters and the residual signal. Parametric Stereo [14]–[16]
and MPEG Surround [17]–[20] are among the earliest MPEG
standards that are developed with the basis on the spatial
audio coding concept. MPEG Surround allows transmission
of multichannel audio signal with operating bitrates as low as
64 and 96 kb/s for 5.1 audio system. These bitrates are much
lower than what can be achieved by traditional systems such
as Advanced Audio Coding (AAC) [21], [22] which typically
operates at 320 kb/s.

More importantly, MPEG Surround can be considered as
having placed a framework for multichannel audio compres-
sion. This can be justified in three reasons. First, MPEG
Surround offers bitrate scalability making it possible to deliver
multichannel audio content with different bitrates depending on
the network environment. Second, it is conceptually a back-
ward compatible system which can be implemented gradually
to upgrade any existing mono or stereo system to multichannel
system. Third, it is much more interesting when considering
apply other functionalities, such as binaural rendering [23] for
rendering multichannel audio content by a headset and artistic
downmix signal for maintaing the best possible audio mono or
stereo for existing users. MPEG has developed the subsequent
standard such as MPEG Spatial Audio Object Coding [24],
[25] and MPEG-H 3D Audio based on this framework.

One efficient module specified in MPEG Surround is
Reverse Two-To-Three (R-TTT) module which reduced three
audio channels: the left, centre and right channels into stereo
audio channels. To make the channels reconstructable Channel
Prediction Coefficient (CPC), which is basically motivated by
multichannel prediction technique [26], is extracted. Further-
more, residual signal is also transmitted in order to make the
prediction more accurate. In this paper, a modified R-TTT
module is proposed which is capable of increasing the accuracy
of reconstructed audio signals by minimising the distortion
introduced during the quantisation process. This modified
method to generate residual signal can also be considered as
a closed-loop approach where error minimisation is applied
as opposed to open-loop approach specified in the standard
R-TTT module.
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Fig. 1. Block diagram of (a) the Two-To-Three (TTT) and (b) the Reverse-
TTT (R-TTT) modules. The TTT is a module specified in MPEG Surround
standard to recreate three channels: left (L), centre (C), and right (R) from
stereo channels while R-TTT module can be used to perform the reverse
process.

Following this introduction, the other section in this paper
is organised as follows. An overview of R-TTT module, as
a basis for the proposed method, is presented in Section II.
Then, Section III will discussed in details the proposed mod-
ified residual signal after presentation of distortion analysis
introduced in the signals and parameters transmitted from the
R-TTT module. Our experiments and the results to show the
performance of the proposed system are discussed in Section
IV while the conclusion of this work is given in Section V.

II. OVERVIEW OF THE R-TTT MODULE

MPEG Surround specifies two basic modules to reconstruct
multichannel audio signals from available mono or stereo audio
signals based on the decoded spatial parameters. The first
module called One-To-Two (OTT) is used to reproduce two
channels from a single audio channel while its corresponding
module named Reverse OTT (R-OTT) is applied to do the
reverse process creating a single audio channel from two
available channels. Together with TTT and R-TTT modules,
both OTT and R-OTT modules are employed to downmix
multichannel audio signals into a mono or stereo audio or in
oppose to correspondingly recreate multichannel audio signals
from a mono or stereo audio. Both pairs of modules i.e. R-
OTT and OTT as well as R-TTT and TTT, are performed in
subband domain of hybrid filterbank which decompose audio
signals into 71 hybrid bands in order to process the audio
signals in a way that is similar to the process in the human
hearing system. In this section, it is only the TTT and R-TTT
modules which will be discussed in more details. However,
for more details on MPEG Surround as well as the OTT and
R-OTT modules, it is recommended to refer to [27].

The TTT and R-TTT modules are shown in Fig. 1. The
TTT module is designed to convert a stereo audio (two
channels) to three audio channels. Reciprocally, the R-TTT
module is used to convert three audio channels into a stereo
audio channel. Two encoding modes are available: the pre-
diction and the energy modes. Using the prediction mode,
the Channel Prediction Coefficient (CPC) along with residual
signal are calculated as spatial parameter and transmitted as
side information while using the energy mode the residual
signal can be replaced by the Inter-Channel Coherence (ICC).

Let the left, right, and center channels, xL[n], xR[n], xC [n],
be the input channels of the R-TTT module while the other
left and the right channel, yL[n], yR[n], are the output stereo
channels. The two outputs, along with an auxiliary signal,
yC [n], can be represented as linear combinations of the input
signals as below

yL[n] = xL[n] +
1
2

√
2 xC [n], (1a)

yR[n] = xR[n] +
1
2

√
2 xC [n], (1b)

yC [n] = xL[n] + xR[n]− 1
2

√
2 xC [n]. (1c)

When the prediction mode is used, two CPC coefficients
are calculated in such a way that the auxiliary signal, yC [n], is
as close as the linear combination of the two outputs according
to

ŷC [n] = γ1 yL[n] + γ2 yR[n]. (2)

Based on these linear combinations the CPC, γ, can be derived
as follow:

γ1 =
< yL,yC >∗ ||yR||2− < yR,yC >∗< yL,yR >∗

||yL||2||yR||2 − | < yL,yR > |2
(3)

γ2 =
< yR,yC >∗ ||yL||2− < yL,yC >∗< yL,yR >∗

||yL||2||yR||2 − | < yL,yR > |2
(4)

where
< ych1,ych2 >≡

∑
n

ych1[n] · y∗ch2[n] (5)

||ych1||2 ≡
∑
n

|ych1[n]|2 (6)

The residual signal is defined as the difference between
the auxiliary signal, yC [n], and the predicted auxiliary signal,
ŷC [n], as

rC [n] = yC [n]− ŷC [n]. (7)

In case the residual signal is not transmitted to the decoder
(this is the case for low bitrate transmission) the corresponding
energy loss can be described by transmitting the Inter-Channel
Coherence (ICC).

Using the prediction mode, a reliable estimation of the
auxiliary signal is required for the decoder. If it is difficult
to guarantee the reliability of the prediction mode, then the
TTT using an energy mode can be applied. The energy mode
is performed by describing the relative energy distribution
among the three input channels. Two CLD parameters can be
transmitted. The prediction and energy mode can be performed
independently for each parameter band.

In the decoding process using the prediction mode, the TTT
module is employed to recreate three channels from a stereo
channel as below

x̂L[n] =
2
3 ŷL[n]−

1
3 ŷR[n] +

1
3yC [n], (8a)

x̂R[n] = − 1
3 ŷL[n] +

2
3 ŷR[n] +

1
3yC [n], (8b)

x̂C [n] =
1
3

√
2ŷL[n] +

1
3

√
2ŷR[n]− 1

3

√
2yC [n]. (8c)

where the predicted auxiliary signal is calculated from the
CPCs and the residual signal as in (2) and (7). If the residual
signal is not available (i.e. not transmitted from the encoder
side), the TTT module has two options to recreate the three



Fig. 2. Illustration of the proposed Modified R-TTT module which can also
be considered as a closed-loop configuration for minimising distortion.

outputs. The first one is to apply a suitable gain to each output
based on the CPC and ICC as below

x̂L[n] =

(
γ1 + 2

3ICC

)
yL[n]−

(
γ2 − 1

3ICC

)
yR[n], (9a)

x̂R[n] =

(
γ1 − 1

3ICC

)
yL[n]−

(
γ2 + 2

3ICC

)
yR[n], (9b)

x̂C [n] =

(√
2(1− γ1)
3ICC

)
yL[n]−

(√
2(1− γ2)
3ICC

)
yR[n].

(9c)

The second is to create a synthetic residual signal by means
of a decorrelator.

The extracted CPC parameters need to be digitised with a
uniform quantiser specified in MPEG Surround standard. The
stepsize of the quantiser is 0.1 with the maximum quantisation
value is +3.0 while the minimum quantisation value is −2.0.

III. THE PROPOSED R-TTT MODULE WITH MODIFIED
RESIDUAL SIGNAL

The standard R-TTT module is considered as having no
method to minimise distortion. In this section the distortion
caused by the R-TTT module is discussed first, followed by
the details on the proposed modified R-TTT module. It is
important to note that the proposed scheme is only aimed to
work in the prediction mode.

A. Analysis on Distortion of R-TTT Module

Let us start by trying to find the representation of the
recreated left, right, and centre channel audio signals in the
TTT module from (8) by substituting (1). In a hypothetical
condition where there is no error at all signals and parameters
received by the TTT module (please refer to an illustration in
Fig. 2), the received left channel signal as output of the TTT
module will be identical to the original left channel signal
which can be shown as below:

x̂L[n] =
2
3xL[n] +

1
3xL[n]−

1
3xR[n] +

1
3xR[n]

− 1
6

√
2 xC [n] +

1
3

√
2 xC [n]− 1

6

√
2 xC [n]

(10)

hence, x̂L[n] = xL[n]. Using the same way, we will have the
reproduced right and centre channel signals be equal to the
original ones, x̂R[n] = xR[n] and x̂C [n] = xC [n]. However,
in the real transmission scenario, there are at least three kinds
of distortion due to coding and quantisation processes: coding
errors in the received stereo and residual signals as well as
quantisation error in the received CPC parameters. Another
prediction error actually also exists in a situation where the
predicted auxiliary signal differs to the original one. However,

the R-TTT module has been equipped with residual coding
method to compensate for this prediction error.

Among those distortion there is a type of error that can
be minimised which is the error due to the quantisation of
the CPC parameter. We can elaborate further this distortion by
extending the previous assumption. In the case of the CPC
parameter is quantised and transmitted to the decoder, the
predicted auxiliary signal at the decoder side can be written
as below:

yC [n] = r̂C [n] + γ̂1 ŷL[n] + γ̂2 ŷR[n] (11)

and then the left channel can be reconstructed by substituting
(11) to (8), resulting in as follow:

x̂L[n] =
γ̂1 + 2

3
xL[n] +

γ̂2 − 1

3
xR[n]

+
1

3
r̂C +

1 + γ̂1 + γ̂2
6

√
2 xC [n]

(12)

Following the same way, the other channels, the right channel
signal can be recreated as below:

x̂R[n] =
γ̂1 − 1

3
xL[n] +

γ̂2 + 2

3
xR[n]

+
1

3
r̂C +

1 + γ̂1 + γ̂2
6

√
2 xC [n]

(13)

while the centre channel signal can be reproduced as:

x̂C [n] =

√
2(1− γ̂1)

3
xL[n] +

√
2(1− γ̂2)

3
xR[n]

−
√
2

3
r̂C +

2− γ̂1 − γ̂2
3

xC [n]

(14)

B. Modified Residual Signal

In order to provide a mechanism of minimising distortion
due to quantisation of CPC parameters, we employ a modified
method to determine residual signal as follow:

rC [n] = (1− γ̂1) xL[n] + (1− γ̂2) xR[n]
− 1

2

√
2(1 + γ̂1 + γ̂2) xC [n]

(15)

which is derived based on the predicted auxiliary signal as
below:

ŷC [n] = γ̂1 yL[n] + γ̂2 yR[n]. (16)

Transmitting the modified residual signal to the decoder is
capable of reproducing three channels audio signal with min-
imised distortion. For instance in the case of only quantisation
error exists, we can show that the reconstructed left channel
audio signal is equal to the original left channel signal. This
can be shown by substitution of (16) and (1) to (12), resulting
in the following representation:

x̂L[n] =
γ̂1 + 2

3
xL[n] +

1− γ̂1
3

xL[n]

+
γ̂2 − 1

3
xR[n] +

1− γ̂2
3

xR[n]

+
1 + γ̂1 + γ̂2

6

√
2 xC [n]

−1 + γ̂1 + γ̂2
6

√
2 xC [n]

(17)



TABLE I. SNR COMPARISON (IN DECIBELS) BETWEEN THE
STANDARD AND PROPOSED R-TTT

Audio Standard Proposed
Excerpt R-TTT R-TTT

clap 30.86 49.74
drum 24.92 34.86
lough 27.71 39.02
news 27.04 37.74
music 25.29 29.73
Mean 27.16 38.22

where we can easily see that x̂L[n] = xL[n]. We can also
apply the corresponding substitution to generate representation
for the other channel as follows:

x̂R[n] =
γ̂1 − 1

3
xL[n] +

1− γ̂1
3

xL[n]

+
γ̂2 + 2

3
xR[n] +

1− γ̂2
3

xR[n]

+
1 + γ̂1 + γ̂2

6

√
2 xC [n]

−1 + γ̂1 + γ̂2
6

√
2 xC [n]

(18)

as well as,

x̂C [n] =

√
2(1− γ̂1)

3
xL[n]−

√
2(1− γ̂1)

3
xL[n]

+

√
2(1− γ̂2)

3
xR[n]−

√
2(1− γ̂2)

3
xR[n]

+
2− γ̂1 − γ̂2

3
xC [n]

+
1 + γ̂1 + γ̂2

3

√
2 xC [n]

(19)

which yield x̂R[n] = xR[n] and x̂C [n] = xC [n].

For a better comparison we can derive expressions for
the reconstructed audio signals on the TTT module when
conventional residual signal as in (2) is applied and substituted
in (12). Hence, the reconstructed signal on the left channel can
be written as below:

x̂L[n] = xL[n] +
γ̂1 − γ1

3
xL[n] +

γ̂2 − γ2
3

xR[n]

+
γ̂1 − γ1 + γ̂2 − γ2

6

√
2 xC [n]

(20)

The representation for the right channel can be determined
based on the same way which results in as follow:

x̂R[n] =
γ̂2 − γ2

3
xL[n] + xR[n] +

γ̂1 − γ1
3

xR[n]

+
γ̂1 − γ1 + γ̂2 − γ2

6

√
2 xC [n]

(21)

while the reconstructed signal on the centre channel can be
written as below:

x̂C [n] =
γ̂2 − γ2

3
xL[n] +

γ̂1 − γ1
3

xR[n]

+xC [n] +
γ̂1 − γ1 + γ̂2 − γ2

3

√
2 xC [n]

(22)

The comparison of applying the conventional and modified
residual signals shows that when conventional residual signal is
applied, quantisation error reflected on the difference between

Fig. 3. Subjective DIfference Grade (SDG) scores of the proposed Modified
R-TTT module (closed-loop MPEG Surround) in comparison with the stan-
dard R-TTT module (open-loop MPS) and Advanced Audio Coding (AAC)
multichannel.

CPC, γ, and quantised CPC, γ̂, can be easily noticed on every
reproduced signal. However, when modified residual signal is
employed the quantisation error can be minimised.

IV. EXPERIMENTAL RESULTS

The proposed R-TTT module has been evaluated particu-
larly in its performance to improve signal accuracy in terms
of Signal-to-Noise Ratio (SNR) and then subjective test was
done to verify that the proposed module does not reduce the
perceptual quality. Five audio excerpts as listed in Table I,
each of them is 5-channel audio signals, were used as the audio
input for the experiments. Table I presents SNR measurements
of the standard and the proposed R-TTT modules. For these
experiments the continuous down-mix and residual signals
without further encoding were used while only the spatial
parameters were quantised. The results show that for all audio
excerpts the SNR achieved by the proposed module are con-
siderably higher than the standard R-TTT module even though
the improvement is different for each audio excerpt. In average,
the proposed module can increase the SNR approximately 11
dB which indicates that signal accuracy is improved.

The MPS encoder, using modified residual signal and
operating at 2 total bitrates: 320 and 400 kb/s, were also
subjectively assessed based on ITU-R BS.111-6 Recommenda-
tion [28]. The 5-channel input signals were down-mixed into
stereo channels which are then encoded by Advanced Audio
Coding (AAC). For comparison, the MPS using standard R-
TTT module and AAC multichannel were included in the
listening test. The results are given in Fig. 3 as average
Subjective Difference Grade (SDG) score ranging from 0 to−4
presented with 95 percent confidence interval. The best quality
is graded as 0 which means the audio artifact is imperceptible.
Grade −1 is used for audio quality with perceptible artifact
but not annoying. Grade −2 to −4 indicate the artifacts
are: slightly annoying, annoying, and very annoying, respec-
tively. As many as 21 experienced subjects participated in
the listening test. During postscreening greater-than-zero SDG
scores, which means invalid, from 6 subjects were discarded.
The results demonstrate that the average SDG from all three
codecs: standard R-TTT module (open-loop MPS), modified
R-TTT module (Closed-loop MPEG Surroud), and AAC, are



statistically comparable. It indicates that all three tested audio
codecs are considered as competitive and the proposed R-TTT
module does not reduce perceptual quality of the tested audio
signals.

V. CONCLUSION

A modified residual signal has been proposed in this paper
which is capable of minimising distortion caused by the quan-
tisation of the CPC parameters. The proposed technique has
been shown to be able to increase the audio waveform accuracy
in terms of SNR while maintaining the perceptual quality, in
terms of SDG score, of the reconstructed multichannel audio
signals. For a better understanding on the proposed modified
residual signal technique, analysis on the distortion introduced
on the R-TTT module has also been presented.
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