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ABSTRACT
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Atmospheric boundary layer height is one of the most important parameters in atmospheric dispersion
modelling because it has a large effect on predicted air quality. Comparisons between Atmospheric
Dispersion Modelling System, version 4 (ADMS 4) and lidar data were carried out on boundary layer
height data from central London. The comparison showed that the boundary layer height predicted by
the ADMS 4 was, on average, lower than lidar for the subset of data taken. ADMS 4 has a very simple
surface scheme which is not representative of complex urban environments and the results from this
research imply that there is not sufficient surface roughness within the model to produce a large enough
boundary layer height. The aim of this study is to create an improved model to better forecast the growth
of the daytime urban boundary layer and predict boundary layer height, h, in an air quality dispersion
model using lidar measurements. The combined model was developed by using a surface model and an
atmospheric boundary layer height model. Measurements of atmospheric boundary layer height by lidar
used vertical velocity variance and the overall conclusion was that the combined model improved the

performance of ADMS in urban areas.

© 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Development within urban areas is inevitably followed by the
problem of air pollution. Air pollution problems attract more
attention from around the world because they have a detrimental
effect on humans and the environment. In the 20th century, air
pollution problems have occurred around the world and the World
Health Organisation (WHO) confirm that air pollution is a major
environmental risk to health causing approximately two million
premature deaths worldwide per year (WHO, 2008). In an effort to
assess the effects on human health caused by air pollution, United
Kingdom (UK) authorities use a combination of monitoring and
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modelling of air quality. Monitoring is carried out for current air
quality and modelling is used to gauge current air quality in loca-
tions where no monitoring equipment is available, or for future air
quality purposes. Modelling air quality to predict air pollution in-
cidents has been used since the late 1950s, when atmospheric
dispersion models were used to predict air quality. The first model
was developed by Pasquill in the UK, and extended by Gifford in the
USA and others elsewhere (Carruthers et al, 1994). A number of
models for predicting air quality have been developed around the
world. In the USA, improving national air quality is done by
modelling new and existing air pollution sources for compliance
with the National Ambient Air Quality Standards (NAAQS) (LS. EPA,
2008). The UK has used a combination of monitoring and modelling
for air quality management, under Part IV of the Environmental Act
1995. In the air quality strategy for England, Scotland, Wales and
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Northern Ireland, there is also a process for national modelling for
future air quality (DEFRA, 2007).

The use of atmospheric dispersion models for predicting air
quality is essential for developing the UK air quality strategy and
local authorities have routinely used dispersion models and in
particular the Atmospheric Dispersion Modelling System (ADMS)
(Davies et al., 2007). ADMS is a computer code for modelling the
dispersion of gases and particles emitted into the atmosphere
(Carruthers et al., 1994), ADMS has a number of component mod-
ules, one of which is a meteorological pre-processor that allows a
variety of meteorological data to be input or calculated, including
atmospheric boundary layer height (h) which is a key parameter
required for correct predictions of air pollution concentrations. h is
an important parameter in dispersion models because it de-
termines the height of spread of aerosols and pollutants, and
effectively determines the volume available for pollutant disper-
sion, although this also depends on meteorological parameters,
surface turbulent fluxes and physical parameters (Fisher et al.,
2005). The limits on the vertical diffusion of the plume of mate-
rial released are determined by h. In ADMS, h is also used to
calculate other meteorological parameters, such as turbulence,
wind speed, velocity, heat, moisture and momentum (Dandao et al.,
2009).

The accuracy of predicted h is important in urban air quality
modelling because it affects near-surface pollutant concentration
predictions (Dandao et al., 2009). As an example, a large difference
in pollutant concentrations was found between ADMS 3.1 and
AERMOD PRIME 02222 when modelling emissions from tall stacks
(Sidle et al, 2004). It was found that the difference in predicted
concentrations was due to the different predictions of  within the
models. h can be determined by atmospheric dispersion madels but
the estimation of h by these models may be incorrect. Davies et al.
(2007) compared estimated h from the UK Meteorological Office
Unifed Model (UM) and ADMS, to pulsed Doppler lidar measure-
ments. ADMS was run under three settings, an ‘urban’ roughness, a
‘rural’ roughness and a ‘transition’ roughness (‘transition’ means
meteorological data from an airport but pollution dispersion from
over a city). The results showed that occasionally h was over-
estimated by the UM model. Meanwhile, ADMS gave accurate re-
sults in predicting h for the rural and transition settings, but
overestimated h for the urban setting. Based on the evidence that
dispersion models still cannot accurately predict boundary layer
height in urban areas, it is necessary to analyse this parameter
further. The aim of this study was to create an improved model to
better forecast the growth of the daytime urban boundary layer in
an air quality dispersion model, and to use lidar measurements to
validate the new model.

2. Methods

This study is split into three stages: Stage 1 is a comparison of
the boundary layer height from ADMS 4 and from lidar vertical
velocity variance measurements; Stage 2 shows the development a
combined model for improving atmospheric boundary layer height
prediction — the new model is a combination of the surface model
from Grimmond and Oke (1999), and the atmospheric boundary
layer height model from Batchvarova and Gryning (1991); Stage 3 is
a comparison of the boundary height from the combined model
and lidar vertical velocity variance measurements. This study fo-
cuses on the growth of the atmospheric boundary layer height from
sunrise in fully convective conditions. Therefore, the data used was
between 08:00 and 14:00 local time. This because, it is assumed
under the particular conditions of the measurements, the atmo-
spheric boundary layer height starts to grow at 08:00 and reaches a
peak height at 14:00 local time. It is important for dispersion

models to estimate the correct h in this time range because, under
convective conditions, morning boundary layer growth is crucial in
determining the development and final maximum height.

2.1. Study area and data

For this study lidar data were derived from the Salford Univer-
sity Halo lidar manufactured by Halo Photonics Ltd. and operated as
part of the UK University Facility for Atmospheric Measurement
(UFAM) instrument pool (Pearson et al., 2009). The instrument has
been deployed in various activities, including atmospheric bound-
ary layer monitoring at the Salford University Urban and Built
Environment Research Base (SUBERB) in 2006 (Bozier et al., 2006),
observation of Russian forest fire plumes over Helsinki in 2007
(Bozier et al., 2007), and the Convective and Orographically Induced
Precipitation Study (COPS) in Germany in 2007 (Wulfmeyer et al.,
2008).

The data used in this research were collected for the Regent's
Park and Tower Environmental Experiment (REPARTEE) I
campaign, which was an experiment to study atmospheric chem-
ical processes and parameters which affect atmospheric aerosol
concentrations in London (Barlow et al., 2011). The meteorological
instruments employed in the REPARTEE Il campaign and used in
this study were a three-axis ultrasonic anemometer (R3-50) and
weather station (Vaisala WXT510), installed on the top of the
British Telecom Tower (latitude 51° 31’ 17.31”N and longitude 0° 8’
20.12"W, 1.2 km to the east of the lidar site) (Barlow et al., 2011).
The lidar data were collected using the Salford Halo Lidar which
was installed in a car park at the University of Westminster on
Marylebone Road (latitude: 51° 31' 20”N and longitude: 0° 09" 22"
W). The instruments were run continuously for three weeks be-
tween 24th October and 14th November 2007.

For the London case study, local surface meteorological data
were not available, It is not standard procedure for the UK Met
Office to collect meteorological data in urban centres as data taken
from such sites is influenced by local effects such as shadowing and
hard surfaces. Consequently no meteorological data was taken at
the lidar site at the University of Westminster. The lack of meteo-
rological data was overcome by using surface meteorological data
from stations around London. These meteorological data are stan-
dard Met Office measurements, taken from the surface meteoro-
logical site at Northolt (latitude: 51° 32’ 55" N and longitudinal:
0° 25" 1" W).

The Northolt meteorological location is in an airport area. The
surface roughness length, zg, at the airport is very low and has a
value of 0.02 m (the value chosen in ADMS 4 for fairly smooth
grassland). Meanwhile, the surface roughness in the pollution site
(lidar location) was set to an urban area surface roughness,
zg = 1.5 m (the value chosen in ADMS 4 for urban areas). ADMS 4
uses input meteorological data, such as wind speed (m/s), wind
direction (degrees), cloud amount (oktas), temperature (C), sensi-
ble heat flux (W/m?), precipitation rate (mmj/hour) and relative
humidity (%). ADMS allows inputs for both the meteorological site
and the pollution site and allows each site to have different
roughness lengths. This allows for the situation where pollution
dispersion is occurring over, for example, an industrial power plant,
but the meteorological data is being collected from the nearest
airport site.

2.2, The combined model

Most computational algorithms within dispersion models for
predicting surface layer behaviour are based on empirical models of
relatively smooth surfaces. Therefore there has been much work
recently on urban surface morphology and dispersion of pollution
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in urban areas. The aim of this work was to first assess the per-
formance of a routinely used dispersion model with ‘urban settings’
against lidar measurements of boundary layer height. Second two
separate models were coupled together to produce an urban sur-
face model of boundary layer height growth. Third the new model
was be tested and validated with lidar data and surface morphology
statistics from central London. The structure of the combined
model for estimation of the atmospheric boundary layer height is
presented in Fig. 1.

Step 1 of the model is a surface roughness calculation. Surface
roughness is a very important parameter influencing the surface
wind shear in the surface layer. In typical dispersion models, like
ADMS 4, the settings for surface roughness are very simple. The
surface roughness element of the model is designed so that a more
realistic representation of the urban surface layer can be modelled.
The details of this are contained in section 2.3. The resulting value
of surface roughness length is then used as the input for calculation
of friction velocity in the next step.

The second step is a calculation of the friction velocity. Friction
velocity, sometimes referred to as shear velocity, is a measure of
magnitude of the horizontal Reynolds stress vector in the direction
of the mean wind (Stull, 1988). The friction velocity is calculated
here using two methods: an iterative method and use of the mean
wind speed. Details of these are contained in section 2.4, The out-
puts of friction velocity are used as input for calculation of the at-
mospheric boundary layer height.

Start
e |
Calculation of surface
roughness
(Step 1)

l

Monin—0bukhov length describes the effects of turbulent flow
in the surface layer and is the height at which turbulence is
generated more by buoyancy than by wind shear. Calculation of
Monin—0bukhov length is carried out in the second step. Initially,
both the friction velocity and Monin—Obukhov length values are
calculated for neutral conditions. Then calculations for friction ve-
locity and Monin—Obukhov length are carried out iteratively until
the results converge and the difference is not more than 1%. In each
iteration, the last value of the Monin—Obukhov length in an itera-
tion, become the new value for the next iteration. Monin—Obukhov
length value is then used as an input for calculation of the atmo-
spheric boundary layer height.

In module 3 of the combined model a calculation of the po-
tential temperature gradient above the atmospheric boundary layer
(y) is carried out. Gamma represents the potential temperature
gradient in the stable boundary layer and is a measure of the energy
needed for the entrainment process while the mixed layer is
growing. Therefore, gamma should represent the temperature
gradient in the stable layer (Gryning, 2005). To determine gamma
in the stable layer, measurement of the temperature profile for
gamma using radiosonde is generally taken in the morning and is
assumed to be constant during the days (He et al., 2006). In this
study, the sounding data used were measured around six o'clock in
the morning. In this calculation, temperature and pressure from
radiosonde measurements are required as input data. The tem-
perature data was derived from radiosonde data from Larkhill,
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Fig. 1. The structure of model for calculation of the atmospheric boundary layer height.
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taken from the BADC (2010). The output vy is used as input for the
calculation of atmospheric boundary layer height.

Step 4 of the combined model is calculation of sensible heat flux
for central London. Sensible heat flux is a heat from anthropogenic
sources and solar input (Kato and Yamaguchi, 2005). Sensible heat
flux was calculated using data from Northolt (assumed to represent
a suburban area) and modified to determine a sensible heat flux for
central London (urban area). The fifth step of the structure model is
a calculation of the night time boundary layer height. The night
time boundary layer height was required to determine the height of
atmospheric boundary layer in the stable condition, where turbu-
lent fluxes are nearly constant (Arya, 2005).

The output of the combined model is atmospheric boundary
layer height. This model can be used to predict the growth of at-
mospheric boundary layer height in unstable conditions. The model
was therefore developed based on combining a surface model and
an atmospheric boundary layer height model.

2.3. Calculation of surface roughness

Urban areas have the largest surface roughness length
compa with other surface types (Wieringa, 1993). This is caused
by BB size of the roughness elements (buildings etc) of the cities
and has major implications for surface drag, momentum transport,
scales and intensity of turbulence, and mass convergenc@Buplift)
and divergence (subsidence). Hence, it is vital to have an accurate
knowledge of aerodynamic characteristic@Bf cities for describing,
modelling and forecasting the behaviour of urban winds and tur-
bulence at all scales. Unfortunately, the ability to assign values of
surface roughness length remains problematic.

There are two classes of method available to assign values of
surface ﬂughness length. First, micrometeorological (or anemo-
metric) methods that use field observations of wind or turbulence
to estimate aerodynamic parameters included in theoretical re-
lations derived from the logarithmic wi profile. Second,
morphometric or geometric methods that use algorithms that
relate aerodynamic pnmeters to measures of surface morphology.
Micrometeorological methods have the advantage that the char-
acteristics of the surface do not need to be specified (the roughness
elements can consist of any combinations and can be arranged in
any pattern). The disadvantages are that measurements of surface
roughness are dependent on wind direction and speed and also
upwind fetch. This makes the measurements only valid for a small
area and so many measurements must be made. City centres have
many varied neighbtﬂmods and surface roughness differs enor-
mously. In cities the expense and difficulty involved ilnbtaining
and operating a field site is very high (particularly when installing a
tower in a city). Furthermore, results must be obtained for all wind
dirﬂions (Grimmond and Oke, 1999).

orphometric methods have the advantage that the values can
be determined without the need of tall towers and instrumenta-
tion. Furthermore, if a spatially continuous database of the distri-
bution of roughness elements is available, then wvalues can be
computed for any directions surrounding the site of interest. One of
the disadvantages of this m@fhod is it requires simplified simula-
tions of wind direction and roughness elements. In these simula-
tions, the flow is assumed to be constant in direction, typically
normal to the face of the elements, and the buildings are assumed
to be arrayed inegularly spaced rows or grids. These conditions are
different from real cities where wind direction is not constant, and
shape of individual roughness elements are not regular (Grimmond
and Oke, 1999),

According to Grimmond and Oke (1999), it is difficult to decide
which method is more accurate. Nevertheless in this study, the
calculation of surface roughness in urban areas used morphometric

methods, based on its simplicity and cost effectiveness and the fact
that the calculations surface roughness are better suited to urban
surfaces because they take into account both building height and
density. This method yields values of surface roughness for all di-
rections around a site and can be derived for a particular city region.
In this method, the surface roughness is calculated using the
eight of the surface rougllless elements, z;, and frontal area in-
dex, Ay = Ap/Ar, where Ag Is the mean area of the surface elements
facing the wind and Ay is the mean footprint area of the elements
array ( 2).
The trontal area index, which combines mean height, breadth
and density of roughness elements, is defined as:

7 = LyZiipel = LyZii / DDy (1)
1

%here L, is the mean breadth of the roughness elements perpen-
dicular to the wind direction, p is the density (number (n) of
roughness elements per unit area (py; = /A7), Dy is the average
inter-element spacing (between element centroids) in the along
wind direction, and Dy is the average in the crosswind direction
(see Fig. 2). The typical values of frontal area index are in the range
0.1-0.25 for crops, about 1-10 fo@forests (Raupach, 1991), and
between 0.1 and 0.3 for urban areas, with individual sectors varying
from 0.06 to 0.4 (Grimmond and Oke, 1999).

The surface roughness was calculated using the Raupach
method (1992) (Grimmond and Oke (1999). According to
Grimmond and Oke (1999), this method is one of the best three

thods currently available. Input requirements for this method
are relatively simple and this method applies across the full range
of roughness densities. The method is described in the following
equations:

zg 1 exp[ - (chZAF)O'S] -1 7
wo (ca122p)°® 8
Zo (4 U

2 (1-H)exp( -k +vn) (3)

H

The gement portrayed has the characteristic mean dimensions,
spacing and total area (AT) of the urban array. Using these mea-
surements, the following non-dimensional ratios are defined to
characterize the morphometry: Jp = Ap/Ar = LyLy/DxDy.ir =
Agp/Ar = zyLy/DyDyJs = Zy/Wy = Zy/Dx — Ly, and  J¢ = [LxLy+
2(Lyzy) + 2(Lyzy)/DxDy) (Grimmond and Oke, 1999).

Where zg4 is zero-plane displacement length, zy is bui]dil:f

height, zp is roughness length, u« /U = min [l(lcs +CRJ\F)°'5_ T )max|,

7 = Ap/Ar = zyLy/DyDy (see Fig. 2), A is the frontal area index, Yy,
Fthe roughness sub layer influence function (¥, = 0.193), U is the
arge-scale wind speed, u- is the friction velocity, c¢; and cg are drag
coefficients for the substrate surface at height zy in the absence of
roughness elements and of an isolated roughness element moun-
ted on the surface (¢; = 0.003 and cg = 0.3), ¢g; is a free parameter
(cgi = 7.5), and (u+{U)max = 0.3 (Grimmond and Oke, 1999). In this
study, ¢ was calculated using building statistics of the area where
the lidar was located (Marylebone Street, London). Surface rough-
ness was calculated for an area of 1 km? around the lidar location,
The building height data was derived from MIMAS (2010), was
analysed using ArcMap (See Fig. 3).

The number of buildings selected by ArcMap for the 1 km? was
900. The heights of the buildings ranged between 3.7 m and 67.1 m
and had a mean height of 20.131 m. The distribution of heights is
shown in Fig. 4. The percentages of heights of the buildings in this
area were as follows; 6% of the buildings were below 10 m, 16%
were between 10.1 and 15 m, 34% were 15.1-20 m, 26% were
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- Wind

g_ 2. Definition of surface dimensions used in morphometric analysis.
(Source: Grimmond and Oke, 1999).

20.1-25m, 11% were 25.1-30 m, 5% were 30.1-35 m, and 3% were
35.1 m or above.

In real cities the positions of buildings are of course not always
arranged facing the mean wind as ideally required for the
morphometric methods. Therefore in this study, the positions of
buildings were simplified. For calculation of i the lengths of the
buildings were assumed to be twice their width. It was assumed
that half the buildings had their lengths perpendicular to wind
direction and the other half had their widths of building perpen-
dicular to wind direction (Fig. 5). The surface roughness length
from this calculation was 2.4 m. This value was much higher than
the surface roughness length setting in ADMS 4 for ‘large urban
area’ of 1.5 m.

2.4, Calculation of friction velocity and Monin—0bukhov length

Calculation of friction velocity can be carried out using two
methods: first using the mean of wind speed, M, as a function of

height, z (Stull, 1988) and second by iteration (Fatogoma and Jacko,
2002).

2.4.1. Calculation of friction velocity using mean wind speed
Stull (1988) formulated M from surface roughness (zo), height
(z), friction velocity (u*) and wind speed (u) as follows:

@)(z)

where k is the von Karman constant (=0.4). From equation (4):

z

Zp

L)

*

(4)

=

M

So, friction velocity (u*) can be determined from the gradient of
the line as shown in Fig. 6.

k (5)

U* =

'\(4'

P\

Q—"’Q\Fg f e““; N, %‘;"‘

e 04N L L et
A P A% L SENE e Ges e
S e B e a&%@%g

“

Fig. 3. Buildings selected by Arcmap for 1 km? (red dot is the lidar location). {For interpretation of the references to colour in this figure legend, the reader is referred to the web

version of this article.)
Source: MIMAS (2010}
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Fig. 5. lllustration of position of buildings against wind direction (AF = area of
buildings perpendicular to the wind direction).

Fig. G shows the estimation of M by plotting wind speeds against
In (z/zg) for 29th October 2007 at 14.00 data. The values of friction
velocity were acquired from M values. The wind speeds were
derived from the Salford Halo Doppler Lidar measurements, in
Marylebone, central London. Fig. 7 shows the profile of wind speeds
on 29th October 2007 at 14.00.

2.4.2. Calculation of friction velocity using iteration

By iteration, friction velocity is calculated in parallel with
Monin-Obukhov length. The input data needed for this calculation
are wind speed, temperature, sensible heat flux, and surface
roughness length. These data were obtained from the surface
measurements from the Northolt Meteorological Station. Mean-
while, the surface roughness length was calculated in section 2.3.
The friction velocity for this calculation is a function of the vertical
profile of wind speed:

Ln (z/z0)

y=0.5327x+ 14942
R*=0.7784

4 5 6 7 8 9 10
Wind speed, u (m/s)

Fig. 6. Wind speeds against log (z/zo) on 29/10/2007 at 14:00. (red line is M that is
made using linear regression of wind speeds against In (z/zg)).

u* = kU, [ln (%) — ¥y (E) + ¥y (ZTO)] I (6)

where U is the wind speed at given height z, k = 0.4 is the von
Karman constant, zg is the surface roughness length, and y,, is a
momentum stability parameter. When 1/L < 0 (unstable condition):

1+x 1+ %2
wM=2In( 5 )+In( 5

where: x = (1 = 1Ef)”‘I

) ~2tn'(x)+7 (7)

When 1/L > 0 (stable condition):

z

¥m =57 (8)
The Monin—Obukhov length is defined as:
B _pCpTU§
L= kg (9)

Calculation of the Monin—Obukhov length (L) was performed
using the iteration method (Fatogoma and Jacko, 2002). The

1400
1200
1000

800

600

Height, z (m)

400

200

0 2 4 b 8 10 12
Wind speed, m/s

Fig. 7. Wind speed measurement by lidar on 29/10/07 at 14.00.
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iteration was started assuming neutral conditions by estimating
u=with ¢,y = 0 in equation (6). Reference height (z) was started at
67.493 m which is the minimum height of wind speed measure-
ment from lidar above the building height. Then, L was calculated
from equation (9). The new value of L was substituted in equations
(6)-(9) to obtain improved values of u*. This cycle was repeated
until there was only 1% difference between the two values of L.

Calculations of friction velocity using both methods were
compared. Overall, the friction velocity derived by mean wind
speed was higher than the friction velocity by iteration, The friction
velocity by mean wind speed and iteration, produced similar values
of atmospheric boundary layer height (h) in the combined model.
However, the h values derived from the friction velocity obtained
from iteration was chosen to compare with h lidar vertical velocity
variance because the required Monin—Obukhov length values were
also obtained from the iterations procedure.

For Monin—0Obukhov length, there was no alternative mea-
surement data available. So, as well as friction velocity, the values of
Monin—Obukhov length for running the combined model were
calculated using iteration. The values of Monin—Obukhov length
(Lpo) at 08:00 at each date were stable, since the values of Lyp were
positive. On the other hand, Ly of the calculation at each date after
08:00 were unstable. The values calculated were negative and the
values of Lyo are very high at 09:00 and 10:00 due to very low
sensible heat fluxes (close to zero). Lmo was also negative at 11:00
to 14:00 meaning unstable conditions at these times.

29/10/2007
250
200
o
E 150
=
=
® 100
2
k-
E 50
&
o]
- 10 12 14 16 18
50 Time, hour
=—=Northolt ———Central London =——=Andrewsfield
06/11/2007
250
200
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100

50

Sensible heat flux, Wm-2

12 14

50 .

Time, hour

——MNortholt ———Central London Andrewsfield

2.5. Calculation of sensible heat flux

Sensible heat flux was calculated based on the difference of the
values of sensible heat flux between urban and rural areas. Ac-
cording to Fisher et al. (2005), the sensible heat flux in urban areas
is higher than the sensible heat flux in rural areas. The increase of
sensible heat flux in urban areas in the morning and the decrease in
the evening are later than in rural areas. In urban areas, the later
rise of sensible heat flux compared to rural areas is caused by
shadowing effects. These affect the temperature in urban areas, and
therefore delay the increase of sensible heat flux (Dupont et al.
2004). In the case of sensible heat flux obtained from rural or
suburban sites, the values need to be modified in order to be used
as proxies for urban values.

In this study, sensible heat flux was derived from Northolt data
because there are no meteorological measurements in central
London. The Northolt data was assumed to be data from a suburban
area and was modified as follows:

(i) Calculate the percentage difference each hour of sensible
heat flux (H) between Northolt and Andrewsfield for the 6
days of interest(Andrewsfield was taken as a rural site typical
of the area)

(ii) Average the percentage difference over the 6 days for each
hour (8am—2pm)
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Fig. 8. Sensible heat flux measured for Andrewsfield (rural) and Northolt (suburban), and calculated for Central London {urban).
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(iii) Calculate increasing sensible heat flux every hour by multi-
plying Northolt sensible heat flux and average of the per-
centage different in step 2.

(iv) Sensible heat flux of urban areas is obtained by adding sen-
sible heat flux from Northolt and the increase of sensible
heat flux in step 3.

The result of modified sensible heat flux can be seen in Fig. 8. It
can be seen that there is a time lag and increasing sensible heat flux
in urban areas compared with the data from Northolt.

2.6. Calculation of potential temperature gradient above the
atmospheric boundary layer

In this study, the atmospheric boundary layer height model
from Batchvarova and Gryning (1991) was adopted. In this model,
potential temperature above the atmospheric boundary layer is an
important parameter to calculate the atmospheric boundary layer
height. As the boundary layer top increases in height due to
increased instability and turbulence within the boundary layer it
entrains the stable layer directly above it. The stability in the region
directly above the developing boundary layer top is therefore an
important parameter in affecting the speed of development of the
boundary layer.

In this study, the potential temperature gradient above the at-
mospheric boundary layer (termed Gamma) was determined from
radiosonde data from the Larkhill (122 km from Marylebone Road,
London) which was the closest radiosonde site to the lidar site. The
radiosonde data were taken from the BADC (2010). Gamma rep-
resents the potential temperature gradient in the stable boundary
layer and is a measure of the energy needed for the entrainment
process while the mixed layer is growing. To determine Gamma in
the stable layer, measurement of the temperature profile for
Gamma using radiosonde is generally taken in the morning and is
assumed to be constant during the days (He et al., 2006). In this
study, the sounding data used were measured starting at six o’clock
in the morning (local time).

The potential temperature was calculated using equation (AMS,
2009):

0= T(p—")
P

where @ is the potential temperature (K), T is temperature (K), po is

standard pressure (=100 kPa), p is pressure (Pa), and « is Poisson

(10)

constant (the ratio of the gas constant to the specific heat at con-
stant pressure) which is assumed to be 2{7 (AMS, 2009). The po-
tential temperature against height at Larkhill can be seen for three
separate days in Fig. 9.

The potential temperature gradient above the atmospheric
boundary layer height (Gamma) was calculated from the potential
temperature per height (°K/m). The Gamma used for modelling can
be seen in Table 1. It can be seen that the values of Gamma range
between 0.0028 and 0.0038.

2.7. Determination of night time atmospheric boundary layer
height from lidar

At night, the stable boundary layer is characterized by a small
flux, intermittency and the presence of non-turbulent physics (e.g.
gravity waves and radiative flux divergence). Therefore, it is diffi-
cult to determine boundary layer height experimentally or
numerically (Stoll and Porte-Agel, 2009). In this study, the initial
boundary layer height as the surface layer transitions from stable to
unstable is necessary to define the starting value of h for the
following calculations. The calculation of atmospheric boundary
layer height at night was not included in these attempts to improve
the model. The atmospheric boundary layer height for night time
was measured by lidar. The lidar detected that the height of the
atmospheric boundary layer at the area of study was around 400 m.
This was due to urban activities at night that cause an increase in
heat capacity and an increase of the atmospheric boundary layer
height. In this case, the atmospheric boundary layer height at night
was determined using vertical velocity variance. Atmospheric
boundary layer height from lidar vertical velocity variance was
achieved by plotting the vertical velocity time series and calcu-
lating the vertical velocity variance. The variance can be used to
detect the turbulence in the boundary layer. Turbulence in the
vertical velocity variance is shown by the value of the variance
above a threshold value. In this study, the value 0.2 m?/s? times by
the variance maximum was used as the threshold to indicate the
atmospheric boundary layer height. The boundary layer height
calculation is not very sensitive to the value chosen.

Although the transition time from night time to day time, where
sensible heat flux changes from negative to positive (Lapworth,
2006), were different for each of six days in this study, 08:00 was
chosen as the boundary layer did not begin to grow before this time
in any cases. The boundary layer height from this time was used as
the initial value of h in the model runs. These initial values of h can
be seen in Table 2.
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2500 2500 2500
2000 2000 2000
g 1500 -- E 1500 E 1500

2 1000 2 1000 T 1000 |_
500 500 500

0 0 H i oL | - i
280 285 290 295 275 280 285 290 295 270 275 280 285 2590 295

Potential temperature (K)

Potential temperature (K)

Potential temperature (K)

Fig. 9. Potential temperature in Larkhill for three days. Note: The dashed lines are the range for calculating gamma, the lower threshold is the maximum height of h lidar mea-
surement on that day and the upper threshold is height below 2000 m of radiosonde data. Temperature profile data was not available for 04/11/2007.
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Table 1
Gamma used for calculation of atmospheric boundary layer
height.

Date Gamma (km ")
29/10/2007 0.0038
04/11/2007 0.0030°
06/11/2007 0.0028
12/11/2007 0.0037

* There was no data for this date, so gamma was assumed
and chosen from one of gamma used in this study to give
the best result for the combined model.

Table 2
The initial h used for calculation of atmospheric boundary layer
height.

Date The initial h (meter)
29/10/2007 210
04/11/2007 295
06/11/2007 575
12/11/2007 420

Note: the initial i were measured by lidar (were obtained from
lidar vertical velocity variance at 08:00).
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2.8. Calculation of atmospheric boundary layer height

Many models can be used to calculate of the atmaospheric
boundary layer height, such as Stull (1976), Troen and Mahrt (1986),
and Batchvarova and Gryning (1991). In Stull (1976) predicted the
atmospheric boundary layer height using an entrainment equation
which was based on the turbulent kinetic energy equation for
mixed layer. The model was in a good agreement with the obser-
vations for the Great 1953 Plains experiment, the 1967 Australian
Wangara experiment, and the 1972 Puerto Rican tropical experi-
ment (Stull, 1976). Troen and Mahrt (1986) developed a simple
model to predict the growth of the atmospheric boundary layer
height. The model used a bulk Richardson number which was
modified by including the influence of thermals. The model per-
formed reasonably well in the cases of weak surface heat flux and
the transition between stable and unstable condition. Batchvarova
and Gryning (1991) presented a simplified model for the atmo-
spheric boundary layer height. In the model, the potential tem-
perature was assumed to be uniform with height in the
atmospheric boundary layer with a thin inversion in the entrain-
ment zone, The model can be used if the time variation of sensible
heat flux, friction velocity and the height variation of the temper-
ature gradient are available. The model gave good results for the
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Fig. 10. Comparison of the atmospheric boundary layer height between ADMS and lidar vertical velocity variance (the green line is i determined by ADMS 4 and the dark brown
line is h determined by lidar vertical velocity variance). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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growth of the atmospheric boundary layer height, during unstable
conditions.

The model from Batchvarova and Gryning (1991) was chosen for
this study for several reasons. Firstly, the model was appropriate to
this study, to predict the growth of atmospheric boundary layer
height in unstable conditions. The model is simple and all input
parameters can be obtained either from measurements or calcu-
lations. This model was also used in previous studies by Nardino
et al. (2001) and Argentini et al. (2005). Nardino et al. (2001)
used this model to calculate atmospheric boundary layer height
in a campaign in the Po Valley, ltaly, and compared with the data
measurements from radio sounding and sodar. They found a good
agreement between the model and the measurements. Meanwhile,
Argentini et al. (2005) used this model to predict atmospheric
boundary layer height at the Plateau site of Dome C, Antarctica and
compared with sodar measurements. They argued that the model
was satisfactory and agreed with the data from sodar measurement
in predicting the atmospheric boundary layer height.

The equation from Batchvarova and Gryning (1991) used in this
study is as follow:

(11)

2 . 2T (W),
T+ 2A)h — 2Bl vgl(1 + Ah—Bel] [ dt

W, = QM/(p c) (12)

where h is the atmospheric boundary layer, u- is the friction ve-
locity, g/T is the buoyancy parameter, « is the von Karman constant,
L is the Monin-Obukhov length, v is the potential temperature
gradient above h, w; = - div h (div is the horizontal divergence),
(w't'); is the vertical kinematic heat flux at the surface, A, is
parameterization constant (A = 0.2)

B is parameterization constant (B = 2.5, B = 5), and C is
parameterization constant (C = 8).

The Batchvarova and Gryning (1991) model is derived from two
terms. The first term on the left is calculated from the combined
effect of mechanical and convective turbulence, and the second
term is calculated due to the spin-up effect (the local change of
turbulence kinetic energy (TKE) due to entrainment of air with little
TKE from the air above the atmospheric boundary layer (Gryning,
2005)). Calculation of h using the Batchvarova and Gryning
(1991) model was achieved using numerical integration. In this
study, Simpson's rule was used to calculate h using numerical
integration (Griffiths and Smith, 1991). The input data required for
this calculation were surface roughness length, friction velocity,
Monin-Obukhov length, sensible heat flux, the potential tempera-
ture above the atmospheric boundary layer, and the night time
boundary layer height.

3. Results and discussion

3.1. Comparison atmospheric boundary layer height from
dispersion model and lidar

Comparison of atmospheric boundary layer height from the
atmospheric dispersion model and lidar vertical velocity variance
was undertaken. The variance can be used to detect the turbulence
in the boundary layer. Turbulence in the vertical velocity variance is
shown by the value of the variance above a threshold value. In this
study, the value 0.2 m?/s? x the variance maximum was used as the
threshold to indicate the atmospheric boundary layer height. This
method was used because some of the variance maximum values
were very high and some of them were very low, and this threshold

produced the best prediction of the atmospheric boundary layer
height.

Comparison between atmospheric dispersion model and lidar
vertical velocity variance were conducted for four clear days: 29th,
4th, 6th, and 12th November 2007 in the day time from 08:00 to
14:00 local time, The ADMS 4 output compared here is for Northolt
Meteorological data. Each hour data of lidar vertical velocity vari-
ance constitutes the average of both five minutes data before the
hour and five minutes data after the hour. The averaging of this ten
minutes data is aimed to decrease the noise detected from lidar
measurements.

It can be seen in Fig. 10 that the atmospheric boundary layer
heights (h) predicted by ADMS 4 are under predicted compared
with lidar measurements. In the early morning (08:00), ADMS 4
predicts an atmospheric boundary layer height of less than 200 m.
This is not appropriate with h in urban areas where h is very seldom
less than 200 m at the morning transition time (Fisher et al., 2005;
Lu and Arya, 1997). Meanwhile, lidar vertical velocity variance de-
tects the atmospheric boundary layer height to be 200 m or higher
at this time. In the afternoon (between 12:00 and 14:00), h pre-
dicted by ADMS 4 is around 800 m. Meanwhile, h predicted by lidar
vertical velocity variance varies between 800 m and 1200 m. So the
conclusion is that h prediction by ADMS 4 is too low in urban areas
where h can reach more than 1000 m (Dupont et al, 1999),
depending upon the meteorological conditions at that time.

From comparison of ADMS 4 and lidar data in Fig. 10, it can be
seen that ADMS 4 has limitations. This might be due to the fact that
the parameters used in ADMS 4 are not suitable for urban areas (in
this case central London). The friction velocity formulation in ADMS
4 is based on surface wind velocity components, stability and sur-
face roughness. In urban areas, the surface roughness elements are
non-uniform. However, ADMS 4 does not consider the effect of
non-uniformities in the surface properties (Thomson, 2009).

In stable conditions (before 08:00 in the morning), ADMS pre-
dicts h to be lower than 200 m, meanwhile lidar backscatter (not
shown) and lidar vertical velocity variance determine h to be higher
than 200 m. This is caused by ADMS setting h value to the minimum
value (50 m) under what it determines to be stable conditions This
then influences the value of h at the time of the morning transition,
whereas urban surfaces stay warm in the night caused by urban
activities. Urban activities cause sensible heat flux in urban areas to
be higher than in rural areas (Fisher et al., 2005), and this will lead
to a value of h higher than the minimum value of ADMS prediction
(50 m). Table 3 shows difference between ADMS 4 and lidar
boundary layer height calculations. It can be seen correlations be-
tween ADMS 4 and lidar were higher than the critical value, 0.754
for a confidence level at 95%. except on 04/11/2007. This means
correlation between ADMS 4 and lidar was significant, except for
04/11/2007. In general, it can be concluded that the overall pattern
of h predicted by ADMS 4 was similar to lidar. Likewise, these data
show that the difference is variable, between 288 mand 581 m. The
largest difference was on 6th November 2007. The size of this dif-
ference is such that it is similar in scale to the actual ADMS 4 h
values. This means, although there was a statistically significant
different between ADMS 4 and lidar, there was an height gap

Table 3
Statistical analysis (Pearson correlation and mean absolute difference) between
ADMS and lidar.

Date Pearson correlation Mean absolute difference (meter)
29/10/2007 0971 304
04/11/2007 0617 288
06/11/2007 0915 581
12/11j2007 0914 317
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Fig. 11. Comparison h model against h lidar vertical velocity variance.

between them (ADMS 4 predicted the atmospheric boundary layer
height was just a half of the measurements of lidar).

3.2. Comparison atmospheric boundary layer height from combined
model and lidar

Using the combined model developed in section 2 of this paper a
comparison is made for the days discussed previously between h
from the combined model calculation and h from lidar vertical
velocity variance as derived previously (Fig. 11). The figure shows h
values from the model and lidar vertical velocity variance from
08:00 to 14:00. It can be seen that h model is close to h lidar,
although the values of h model in the morning are slightly lower
and after midday are slightly higher. The difference between h lidar
and h model is caused by h lidar having different patterns each day
(sometimes h lidar increases after midday and sometimes it de-
creases). Meanwhile h model tends to have similar pattern, namely
monotonic increase with time. It should be noted that the
Batchvarova and Gryning (1991) model was developed and vali-
dated for morning growth of the boundary layer. As the day pro-
gresses competing factors start to affect the boundary layer growth
and it is more common for the boundary layer growth to slow down
as it approaches its maximum value. These competing factors are
not incorporated into this combined model.

Statistical analysis of the combined h model was assessed using
correlation (using Pearson correlation) and by calculation of the
difference (Table 4). All correlation coefficients were significant
(P < 0.05). For the four days predictions, mean absolute difference
varied between 76 m and 142 m. These values are less than dif-
ference between ADMS 4 and the lidar.

4. Conclusions

An improvement of atmospheric boundary layer height esti-
mation was achieved using a surface model from Grimmond and
Oke (1999) combined with the atmospheric boundary layer
height model from Batchvarova and Gryning (1991). Parameters for
calculating the atmospheric boundary layer height were surface
roughness, friction velocity, sensible heat flux and potential tem-
perature gradient above the atmospheric boundary layer. The sur-
face model was employed to calculate the surface roughness of the
area study (central London). In this case, the area of study was
characterized by dense tall building. This model was chosen
because the calculation can be determined without a need of tall
instrumented tower. The database of roughness elements was
derived from airborne lidar and the surface roughness from this
was used as an input in the atmospheric boundary layer height
model.

Some parameters (friction velocity, sensible heat flux, and po-
tential temperature gradient above the atmospheric boundary
layer) were employed to calculate the atmospheric boundary layer

Table 4
Statistical analysis (significance correlation and mean absolute difference) between
maodel and lidar.

Date Pearson correlation Mean absolute difference (meter)
29/10/07 0.961 98
04/11/07 0.959 76
061107 0.816 142
12/11/07 0.880 78
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height from the Batchvarova and Gryning (1991) model. Friction
velocity was calculated as a function of wind speed, surface
roughness and height. Wind speeds were measured using lidar and
from Northolt Meteorological Station. Sensible heat flux was
calculated as a modified sensible heat flux using data from Northolt
Meteorological Station. Radiosonde data from Larkhill were used
for calculation of gamma.

The estimation of atmospheric boundary layer height from the
combined models was carried out using specific parameters (sur-
face roughness length, friction velocity, Monin-Obukhov length,
sensible heat flux and potential temperature gradient above the
atmospheric boundary layer). Surface roughness length was
calculated using morphometric methods. The surface roughness
length from this calculation was higher than surface roughness
length from ADMS 4 for urban areas setting. Friction velocity was
estimated using two methods; the mean wind speed and iteration.
The comparison of both methods concluded that friction velocities
of the mean wind speed were higher than the iteration method, but
gave similar results for the atmospheric boundary layer height (h).
This is because values of Monin—0Obukhov used for h prediction
were similar, whereas friction velocity influences Monin—Obukhov
length and vice versa. Monin—Obukhov length was calculated using
iteration. For sensible heat flux, modification was made to Northolt
sensible heat flux data, which had characteristics of open grass, so
as to be more suitable for urban areas. Then, potential temperature
gradient above the atmospheric boundary layer was calculated
from temperature vertical data from Larkhill.

The atmospheric boundary layer height predicted using com-
bined model was compared with the atmospheric boundary layer
height measurements obtained by lidar vertical velocity variance
showing good agreement. The implications of these findings for air
pollution modelling are that the combined model applied here can
improve the prediction of the atmospheric boundary layer height
(h) in the ADMS Met pre-processor providing more accurate out-
puts in model applications.
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